L

UNIVERSITAT

Spindown and envelope inflation of

massive main sequence stars in the
Milky Way

Kaila Nathaniel

Masterarbeit in Astrophysik
angefertigt im Argelander-Institut fiir Astronomie

vorgelegt der
Mathematisch-Naturwissenschaftlichen Fakultat
der
Rheinischen Friedrich-Wilhelms-Universitat Bonn

Mai 2022







I hereby declare that the work presented here was formulated by myself and that no
sources or tools other than those cited were used.

- M;?,_, 2072 ity Jpthanidd
Daxte

Signature

1. Gutachter: Prof. Dr. Norbert Langer
2. Gutachter: Prof. Dr. Cristiano Porciani






Abstract

Massive stars are powerful cosmic engines, and their strong stellar winds, high
luminosities, and violent deaths have been shaping the evolution of the Universe since
before the formation of galaxies. Despite their importance, we still lack a complete
understanding of their evolution, even on the main sequence. This thesis aims to
better understand the process of stellar spindown and the impact of envelope inflation
on stellar evolution. We use evolutionary models and population synthesis of single
rotating stars at Galactic metallicity to investigate stellar spindown and envelope
inflation in massive main sequence stars. We then compare our results to a selection
of stars from the IACOB project, a long term spectroscopic study of Galactic OB
stars. We find that the most luminous TACOB stars spin down less than our models
and their effective temperature distribution is consistent with envelope inflation. We
discuss the consequences of our findings for the evolution and fate of massive stars.
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Chapter 1

Introduction

1.1 Motivation

Massive stars are extraordinary objects. With their large luminosities, strong winds,
and spectacular explosions they heat up and enrich surrounding gas clouds (Burbidge
et al., 1957; Chiappini et al., 2011; Kasen et al., 2017), trigger star formation
(Crowther, 2019; Gritschneder et al., 2006; Mac Low and Klessen, 2004), and drive
the chemical evolution of galaxies (de Rossi et al., 2010; Kajino et al., 2019; Pignatari
et al., 2010; Thielemann et al., 2011). Massive stars are even thought to have played
a role in reionizing the universe before galaxies existed (Bromm et al., 2009), making
them a crucial building block of the universe as we know it. When massive stars
explode they produce supernovae (Burrows and Vartanyan, 2021; Burrows et al.,
1995), neutron stars (Baym et al., 2018; Heger et al., 2003), and black holes (Celotti
et al., 1999; Miller-Jones et al., 2021; Remillard and McClintock, 2006; Webster and
Murdin, 1972); which can then merge in dramatic collisions, producing gravitational
waves (Abbott et al., 2017, 2019, n.d.; Abbott et al., 2021). Massive stars are not
common, however, and make up a relatively small proportion of any given stellar
population, e.g., only one 50 M, star is born for every ~10000 1 Mg, stars (Salpeter,
1955). In addition, massive stars have lifespans of only ~1Myr to ~10 Myr, while a
1 Mg, star can live for over 10 billion years. Though rare and short-lived, massive
stars have an outsize impact on our universe.

Despite their importance, we still do not have a full understanding of how massive
stars evolve, even on the main sequence, which comprises ~90 % of a star’s life. We
know that processes such as mass loss, rotation, convection, mixing, and the internal
transport of energy and angular momentum play a vital role in stellar evolution, but
we do not fully know how they work. We study these processes by modeling them
with stellar evolution codes and comparing our results with observations.

In particular, rotation and internal energy transport can have a critical effect on a
star’s evolution, from the very beginning to the formation of stellar end products
(Langer, 2012). This thesis focuses on spindown, i.e., the process by which stars slow
their rotation rate, and envelope inflation, which is tied to the efficiency of internal
energy transport.

A star’s rotation rate can affect its evolution as strongly as its initial mass and
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Figure 1.1: An infrared image of the Dragonfish nebula in the Milky Way, taken with
the NASA Spitzer Space Telescope (Benjamin et al., 2003). This massive star-forming
region is home to some of the most luminous OB-type stars in our galaxy. Credit: NASA,
JPL-Caltech, University of Toronto

metallicity (Meynet and Maeder, 2000). Stars can develop instabilities as a result of
rotation, which can then transport quantities such as matter, energy, and angular
momentum. Rotationally induced mixing changes the chemical composition of a star,
and in extreme cases can lead to chemically homogeneous evolution (Martins et al.,
2013), which changes a star’s luminosity, temperature, and evolutionary channel.
Energy transport moves the energy generated in the inner regions of the star to
the outer layers, keeping the star in hydrostatic and radiative equilibrium. Angular
momentum transport keeps stars rigidly rotating and prevents the stellar core from
reaching critical rotation and flying apart (Langer, 2012). Studying how a star spins
down can help us understand all these processes and more.

Spindown, however, is not just a useful probe for other stellar processes. We can use
knowledge of spindown to estimate initial rotation rates, as well as the likelihood
of past events in stars’ history changing the spin rate. Spindown also helps us look
ahead and see how a star will evolve through the MS, TAMS, and post-supernova.
Knowing how rapidly a star is spinning before core-collapse helps us to constrain the
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rotation rate of the resulting compact object.

Envelope inflation has similarly wide-ranging consequences. If a star’s radiative
pressure force becomes greater than its gravitational force, and it cannot efficiently
transport energy to the surface, its outer layers will inflate to form a huge, low density
envelope. This can affect the star’s temperature, rotation rate, mass loss rate, and
more (Sanyal et al., 2015, 2017). Characterizing how and when stars inflate helps us
to constrain the extent of the main sequence in the Hertzsprung-Russell diagram, a
crucial tool for understanding stellar evolution. Envelope inflation could also help us
settle long-standing questions about the cause of the discrepancies in radii between
observed and modeled Wolf-Rayet and Luminous Blue Variable star (Gréfener et al.,
2012).

We study spindown and envelope inflation with evolutionary models and population
synthesis. We first describe the physics behind these processes, the assumptions made
in our models, and our implementation of population synthesis. We then compare
our results to a sample of observed stars from the IACOB project and discuss our
findings and their implications.

1.2 Evolution of massive stars

We use the Hertzsprung-Russell, or HR, diagram when discussing the evolution of
stars. This diagram was developed independently by both Ejnar Hertzsprung and
Henry Russell in the early 1900s (Hertzsprung, 1911; Russell, 1914), after which Sir
Arthur Eddington quickly realized that it could be used to represent the stellar life
cycle (Eddington, 1920). The HR diagram shows the relationship between luminosity
and effective temperature of a star, which means each stellar evolutionary stage
occupies a distinct region. Stars cool as they age, so effective temperature increases
from right to left to keep the passage of time running left to right. Luminosity has
the usual behavior and increases from bottom to top.

Another version of this diagram uses the spectroscopic luminosity, which is defined as

1 L  Tg
AnoGM g

(1.1)

with G as the gravitational constant, ¢ as the Stefan-Boltzmann constant, L as
the bolometric luminosity, M as the mass, T.g as the effective temperature and g
as the stellar surface gravity. This spectroscopic HR diagram is a useful tool for
investigating observed stars, as it is distance and reddening independent, both of
which can be difficult to constrain. Due to the fact that the spectroscopic luminosity
is proportional to the luminosity-to-mass ratio, there is a maximum possible value.
For Galactic composition stars, this limit is log(L£/Ls) = 4.6 (Langer and Kudritzki,
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2014). We use the spectroscopic HR diagram in this thesis because our sample of
observed stars does not currently have reliable distance measurements (Holgado et al.,
2020).

The lifecycle of a massive star can be summarized as follows. A star is formed when
a molecular cloud collapses and its core reaches a high enough temperature to ignite
hydrogen. This point is called the zero-age main sequence (ZAMS) and marks the
beginning of the main sequence (MS). The MS continues until the hydrogen core has
been completely burnt to helium, known as the terminal-age main sequence (TAMS).
The star then undergoes gravitational contraction to raise the core temperature so
that the hydrogen shell around the helium core can ignite. While this is going on,
the stellar surface is cooling and the envelope is expanding. When the star completes
hydrogen shell burning, it begins to burn the helium core. This cycle of core and shell
burning continues with the CNO-cycle, silicon, and finally iron. Nuclear fusion stops
when the star has an iron core and after a short period of contraction it explodes in
a supernova (Pols, 2011).



Chapter 2

Theoretical background

2.1 Convective energy transport

Convection is a stellar mixing process between hotter and cooler layers, in a star
or elsewhere, by "blobs" of material moving in a dynamically unstable region. The
process requires a temperature gradient and thusly depends on buoyancy forces, e.g.,
hotter blobs are less dense and rise, while cooler blobs are denser and descend.

The stability of a layer against convection depends on the radiative and adiabatic
temperature gradients. The radiative temperature gradient is defined as

3 Kkl P

Viad = 16macG mT*4’

(2.1)

where a is the radiation constant, c is the speed of light, G is the gravitational
constant, x is the opacity, [ is the luminosity, P is the pressure, m is the mass
coordinate, and T is the temperature. In simple terms, the radiative temperature
gradient is the rate of temperature change as a function of depth, which is expressed
as pressure in this equation.

The adiabatic temperature gradient can be written as

P Xr

va = ~N
d pTCp Xp

(2.2)

where cp is the specific heat with constant pressure and Xt and X, are defined as

T (0P p (OP
_ 1 (Y B W 2.
X P <8T> 0,X; o P ( dp > TX; ’ (23)

respectively (Pols, 2011). The X; subscripts mean that composition is held constant.

The adiabatic temperature gradient represents the rate of temperature change in an
adiabatic blob due to pressure, meaning blobs do not exchange any heat with their
surroundings. For massive MS stars, the adiabatic temperature gradient can have a



CHAPTER 2. THEORETICAL BACKGROUND

value between 0.25 for a radiation pressure dominated gas and 0.4 for a gas pressure
dominated gas (Kippenhahn and Weigert, 1990).

In order for a layer to be stable against convection, its adiabatic temperature gradient
must be greater than its radiative temperature gradient. In other words, blobs
follow the steeper temperature gradient, and if that gradient allows them to rise and
fall without exchanging heat, then they will do so and the layer will not become
convective. This can be shortened to the Schwarzschild criterion,

v1raud < Vad- (24)

The Schwarzschild criteria is only valid in layers that do not have a mean molecular
weight gradient V,, i.e., chemically homogeneous layers. For layers in which the
mean molecular weight gradient does not equal zero, there is the Ledoux criteria,

X
Viad < Vad — ==V, (2.5)
Xt

where X,, = (9log P/dlog u) ,+ and p is the mean molecular weight.

2.1.1 Mixing length theory

The Schwarzschild and Ledoux criteria state the conditions that must be violated
for a layer to be convective, but the question of how convection occurs still remains.
Answering this question fully requires a detailed theory of convection, which is
an active research area in astrophysics. While it is possible to simulate stellar
convection with three-dimensional hydrodynamic codes, it is extremely complex
and computationally expensive, and thus is currently not included in standard
calculations of stellar evolution (Lamers et al., 2017). We approximate convection
with the one-dimensional mixing length theory (MLT).

In the MLT, the buoyancy forces in dynamically unstable layers cause blobs to
moving radially. Blobs move until they have traveled a distance ¢, at which point
they dissolve and either release their excess heat or absorb their heat deficit, becoming
an indistinguishable part of their environment (Kippenhahn and Weigert, 1990). Due
to the density of stellar interiors, this process can be a very efficient method of heat
transfer and can also contribute to the dredge-up of nuclear burning products (Pols,
2011).

There is not a known process to calculate £, but it is assumed to be on the order
of the pressure scale height A\p and so can be defined as the pressure scale height
multiplied by a constant,
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P
E = OMLT )\p7 )\p = —, (26)
P9

with ayr as the constant, P as pressure, p as density, g as gravity. The pressure
scale height is the radial height over which the pressure changes by a factor of e.
This assumption is based on the fact that rising gas blobs expand and therefore if
a convective region is evenly split between rising and descending blobs, the rising
blobs will begin to cover most of the surface area of the layer after rising over one or
two times the pressure scale height (Pols, 2011).

2.2 Inflation

A star’s maximum luminosity is known as the Eddington luminosity and it is the
luminosity at which the outward radiation pressure force is exactly balanced with
the inward gravitational force. It is defined as

4rGMe
LEdd - T, (27)

with k as the opacity. If we only consider opacity due to e~ scattering, we can take
K as Ke, which is defined as

Ke=02(1+X)cem’g ™", (2.8)

where X is the surface mass fraction of hydrogen. The Eddington luminosity is
usually expressed in terms of the Eddington factor,

I'gaa = <1 (2.9)

Lgaa
A star reaches the Eddington limit when its Eddington factor equals one. Using
e~ scattering as the sole source of opacity is a common approximation to make,
as ke is usually the dominant source of opacity in massive stellar envelopes. This
approximation fails, however, when we consider inflation. Other sources of opacity
begin to have a non-negligible impact when a star is near the Eddington limit,
especially those dependent on metallicity. At a temperature of ~2 x 10° K, the
stellar envelope is only partially ionized, meaning that the bound-bound and bound-
free transitions of iron-group elements cause an opacity peak, typically known as
the Fe-bump (Iglesias and Rogers, 1996). The Fe-bump causes the most opacity
enhancement, but hydrogen recombination and helium ionization also contribute
via their own opacity bumps (Sanyal et al., 2015). There is currently no analytic
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method to find the total opacity including these enhancements, but the OPAL project
(Iglesias and Rogers, 1996) provides tables of Rosseland mean opacity values, which
are widely used instead.

These additions to the opacity lower the Eddington luminosity, making it easier for
stars to reach the Eddington limit. Kato (1986) found that it is still possible for
stars to reach the Eddington limit using only e~ scattering opacity, but stars with
metallicities similar to those considered in this thesis require a minimum mass of
~10° M, which is far outside the mass range considered here.

When a star’s Eddington factor exceeds 1, it is no longer in hydrostatic equilibrium,
i.e., the gravitational and radiative pressure forces are no longer balanced. If this
occurs at the surface of the star, then the radiation pressure force will just blow
material into space. Inside the envelope, however, the radiative pressure force pushes
against the layers above it. In order to restore the balance, the star must either
decrease L or increase Lgqq. Stellar envelopes have low densities, causing convective
energy transport to be inefficient, which makes any meaningful decrease of L unlikely.
Instead, the stellar envelope begins to inflate, as the radiative pressure force is now
greater than the gravitational force. This expansion decreases the density and hence
opacity, increasing the Eddington luminosity (Sanyal et al., 2015). This process
continues until the Eddington luminosity is large enough that the star’s Eddington
factor is below one, at which point the star is again in hydrostatic equilibrium.

We can challenge our assumption of inefficient convective energy transport, however,
by considering the MLT. As discussed in Section 2.1.1, the mixing length determines
the distance a convective blob of gas can travel before dissolving and either releasing
or absorbing energy. A longer mixing length means that the energy flux can travel
a greater distance, resulting in more efficient transportation of convective energy.
This brings more energy to the surface of the star, reducing the radiative pressure
force. It also means that stars with a greater mixing length are hotter at a given
luminosity. The opacity bumps from Fe, H, and He are dependent on temperature,
so a high temperature in the envelope minimizes their contribution. The end result
is that stars with a longer mixing length are less likely to reach the Eddington limit
and inflate their envelopes.

2.3 Spindown

As discussed in the introduction, star formation starts when a molecular cloud
reaches the Jeans mass and collapses under its own gravity. Conservation of angular
momentum causes the net rotation, however small, to increase as the cloud collapses,
forming a rotating accretion disk (Pols, 2011). Thus, all stars are born spinning and
can be approximated as rigid rotators, at least while on the MS (Maeder and Meynet,
2005). As stars evolve, however, mass loss causes them to spin down. Depending on



2.3. SPINDOWN

a star’s evolutionary stage, mass, and multiplicity, it can lose mass via stellar winds,
mass transfer, and mass ejection events. This thesis focuses on single stars, which
mainly lose mass via radiation-driven stellar winds.

If a star is sufficiently hot and luminous, radiation pressure will induce an outward
acceleration on ionized atoms (Pols, 2011). This stellar wind strips material off
the star, causing it to lose both mass and angular momentum, defined as J = [w,
with I as the moment of inertia and w as the angular velocity. Less mass means
the gravitational force is weaker, so the star expands its surface layers in order
to keep hydrostatic equilibrium. Local conservation of angular momentum causes
these expanded layers to spin down, i.e., the star is differentially rotating. Angular
momentum transport reestablishes rigid rotation, slowing down the core and speeding
up the outer layers. The total amount of angular momentum has decreased, however,
so the star’s new angular velocity is lower. While stellar winds can induce mass loss
rates as high as 107> My yr~! (Lamers et al., 2017), the dominant effect is angular
momentum loss, due to the fact that .J /J is an order of magnitude greater than
M /M (Langer, 1998).

This is a highly simplified picture, as phenomena such as turbulence, magnetic fields,
and surface inhomogeneities can all impact spindown. However, we limit ourselves to
the discussion of angular momentum transport, as a detailed explanation of all these
phenomena is outside the scope of this thesis. There are several different mechanisms
that can transport angular momentum inside a star, including Eddington-Sweet
circulation currents, shear mixing, pulsations, and magnetic torques. While all these
processes contribute to angular momentum transport, the last is the most efficient
and therefore dominant.

Magnetic torques transport angular momentum via a process known as the Tayler-
Spruit dynamo, which is the result of differential rotation inside a star. If a star’s
angular velocity profile is not constant, it can develop instabilities in its magnetic
field, which cause blobs of material to be displaced inside the star. Magnetic torques
displace the blobs both vertically and horizontally, transporting angular momentum
out of the more rapidly rotating core into the slower outer layers of the star. The
end result is a star that is again rigidly rotating with a constant angular velocity
profile that is lower than before the introduction of instabilities (Spruit, 1999, 2002).
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Methods

3.1 Stellar models

In this thesis we use the Galactic single star evolutionary models created by Brott
et al. (2011), in addition to calculating a new grid of models in order to test the
effect of varying the mixing length. Both grids were calculated with one-dimensional
stellar codes and the same physics assumptions. Brott et al. (2011) grid (hereby
known as the Brott grid) was calculated with the stellar code described in Heger et al.
(2000), Petrovic et al. (2005), and Yoon and Langer (2005), while we used the stellar
code MESA (Paxton et al., 2011, 2013, 2015, 2018, 2019), version 18845, for the
new models. MESA is an open-source, one-dimensional stellar code that has been in
active development since 2007. We utilized input, composition, and nuclear network
files from Marchant (2016a,b), which calculates MESA models with the same physics
assumptions as the Brott grid, with some small changes to composition.

The major physics assumptions are as follows. Mixing and angular momentum
transport are treated as diffusive processes. Convection uses the standard MLT
as described by Cox and Giuli (1968) and is modeled with the Ledoux criterion.
Semi-convection is included as in Langer et al. (1983) using an efficiency parameter
of QSEM — 1.

Due to magnetic fields, the stars keep near rigid rotation while on the MS, which
suppresses shear mixing between layers. Mass loss due to stellar winds is calculated
according to the prescriptions of Vink et al. (2000, 2001), which is based on the
method described by Koter et al. (1997), as well as the recipes from Hamann et al.
(1995) and Nieuwenhuijzen and de Jager (1990). These two prescriptions predict
strong mass loss at the bi-stability jumps found at T.g ~ 22kk and Teg ~ 12.5kk.
The overshooting parameter is calibrated using data from the VLT-FLAMES Survey
of Massive Stars (Evans et al., 2005) and set at o = 0.335.

Rapid rotation can deform stars, causing deviations from spherical symmetry. In
order to account for this three-dimensional effect with one-dimensional stellar codes,
the stellar structure equations and stellar properties are calculated on isobaric mass
shells. This enforces the shellular approximation, which assumes that the angular
velocity is constant on isobaric surfaces, which then correspond with mass shells. We
use the methods of Endal and Sofia (1976) and Kippenhahn and Thomas (1970) for

11
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the effect of centrifugal acceleration. The critical velocity is calculated as

GM

Verit = T (1 - FEdd)7 (31>

The Brott grid chemical composition was tailored to the Galactic sample of the
FLAMES survey (Evans et al., 2005) using the standard OPAL project (Iglesias and
Rogers, 1996) opacity tables. We set the MESA grid chemical composition according
to the Brott grid, but used custom opacity tables from the OPAL project instead of
the standard tables. The initial mass fractions for both grids are in Table 3.1.

Table 3.1: The initial mass fractions of hydrogen (X), helium (Y'), and metals (Z) in both
stellar grids.

Grid X; Y; Z;
Brott grid  0.7274 0.2638 0.0088
MESA grid 0.7256 0.2651 0.0092

The beginning of the MS is defined as when a star’s hydrogen core ignites. While real
stars move smoothly from the protostar phase to the ZAMS, stellar models undergo
a numerical process known as a "relaxation loop," which is when the software adjusts
its initial prediction of the stellar structure in order to reach hydrostatic equilibrium.
These adjustments can alter the values of parameters such as effective temperature,
luminosity, and rotation rate. We exclude relaxation loop data from our analysis by
defining the ZAMS as when 5% of the initial core hydrogen mass fraction has been
burned.

During the MS, a star gets cooler and more luminous, moving up and to the right
across the HR diagram. The MS ends when a star has finished burning through the
hydrogen in the stellar core. Without the radiation pressure from nuclear fusion, the
gravitational force causes the star to contract until the core temperature rises enough
to ignite the now helium core (Pols, 2011). This makes the star reverse direction on
the HR diagram as it heats up due to contraction. When the core is hot enough to
ignite helium contractions stops and the star reverses on the HR diagram again and
repeats the process of slowly cooling as it burns helium. The initial turnback point
at the end of core hydrogen burning, called the MS hook, can be used to mark the
end of the MS. For stellar models of 35 My, and below, this is the point we chose as
the TAMS.

However, this MS hook is not present in all the stellar models. Models above 35 M,
do not show a clear MS hook. Higher mass stars lose mass much more rapidly while
on the MS and lose their envelopes before completing hydrogen core burning. Once
the envelope has been stripped, the hot inner layers of the star are at the surface and
the star turns around on the HR diagram before the end of the MS. The star still

12
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undergoes core contraction when it finishes hydrogen core burning, but as the star
has already turned around on the MS, it just moves further to the left. For stars like
these, without a clear MS hook, we set the TAMS as the point at which the mass
fraction of core hydrogen drops to 0.03.

The Brott grid has an initial mass range from 3 M, to 100 Mg, with initial equatorial
rotational velocities ranging from 0kms~! to 550kms~!. Our new MESA grid has
an initial mass range from 12Mg to 200 M and an initial equatorial velocity of
150kms~!. We set the mixing length parameter aygr to 0.5, 1.5, and 5.0.

3.1.1 Angular momentum loss

The Brott models calculate angular momentum loss from stellar winds by integrating
the specific angular momentum profile, j(m), from the surface to the amount of mass
lost (dm). This is calculated as

dJ:/* j(m) dm. (3.2)

M,—dm

The specific angular momentum profile decreases monotonically inwards for rigidly
rotating stars, so inner layers have less specific angular momentum than layers at
the surface. The problem becomes clear when we remember that real stars are
continuously adjusting and do not evolve in discrete steps. If we remove a small
amount of angular momentum from the surface of a star, it will immediately readjust
so that its angular momentum profile and radius remains nearly the same (Langer,
1998). Therefore, calculating dJ by integrating over j(m) may underestimate the
angular momentum lost.

A more accurate approximation assumes that the model’s readjustment time scale is
shorter than the assumed time interval between models and thus only considers the
value of the specific angular momentum at the surface of the star. The amount of
angular momentum lost is calculated simply as the surface specific angular momentum,
Jsurt, multiplied by the mass loss rate and integrated over the time interval,

t+dt .
dJ = / ot Mdt. (3.3)
t

This approach assumes that mass loss is independent of latitude and that jg,.r is
averaged over the latitude (Heger et al., 2000). We can see the difference between
the two angular momentum loss prescriptions in Figure 3.1, which illustrates the
amount of angular momentum removed by both prescriptions. If the amount of
mass lost is tiny enough, corresponding to an infinitesimally small change in radius,
the two prescriptions will remove the same amount of angular momentum. If the

13
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change in radius is not infinitesimally small, however, then the prescription originally
implemented in the Brott grid will underestimate the amount of angular momentum
to remove.

Figure 3.1: A schematic diagram of a
model’s specific angular momentum profile
— as a function of radius, illustrating the orig-
= inal and corrected angular momentum loss
prescriptions. The width of the hatched rect-
angle shows the change in radius caused by
removing mass from the model. The prescrip-
tion implemented in the Brott grid removes
the angular momentum represented by the
hatched area. The new prescription removes
r R, the hatched area and the shaded area.

As discussed in Section 2.3, angular momentum loss has a strong impact on spindown,
i.e., the prescription used impacts more than just angular momentum. We used the
new prescription to recalculate the rate of angular momentum loss in the Brott grid
and used the results to compute corrected values for J, jeur, and v (Hastings,
2021).

3.2 Population synthesis

Population synthesis is a method of modeling large populations of stars. Hydrody-
namic stellar codes can also be used to model several hundreds of thousands of stars,
but the process is computationally expensive and requires large amounts of digital
storage space. Population synthesis uses the results from hydrodynamic codes to
generate large populations cheaply with much less storage overhead. This method
works by interpolating between previously generated evolutionary models, thereby
skipping over the computationally expensive step of calculating the stellar structure
equations.

We developed the population synthesis algorithm Hoku (the Hawaiian word for star)
in order to study the statistical properties of MS single stars given a specified initial
mass function (IMF), initial rotational velocity (or velocity distribution), and star
formation rate (SFR).

Using a designated grid of evolutionary stellar models, Hoku interpolates simulated
stars with an initial mass (m;), rotational velocity at the ZAMS (wvzaums), and age

14
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(7.) taken from the appropriate probability distribution functions (PDFs). Each
simulated star is calculated from these initial parameters, (m;, vzaums, 7«), which
Hoku uses to select four evolutionary tracks from the model grid. These tracks are
then used to interpolate the desired stellar parameters using a three-dimensional
linear interpolation algorithm.

For any given simulated star, Hoku works as follows. First, it takes m; and determines
the two closest masses above and below in the model grid. Next, for each of the
two masses, the program finds the two models with ZAMS velocities just above and
below wvzams. These four selected evolutionary tracks will be used to interpolate
the simulated star’s parameters. As discussed in Section 3.1, a model’s velocity can
change between the simulation beginning and the chosen ZAMS point, which is why
Hoku uses ZAMS velocities, rather than initial. This change in velocity also means
that the model with the lower initial mass may not have the same ZAMS velocity as
the model with the higher initial mass, even if they have the same initial velocity.
For this reason, Hoku interpolates first in velocity and then in mass.

230 T T T T T T 4-1 T T T
220 * 7 4.0
*
210 1 sl
T —
é’ 200 | * E &? 38k
;ﬁ. ~
» 190 1 2.0
= a0 3.7
S 180} {7
- 3.6
170 -
3.5
160 ‘ 7
1 1 1 1 1 1 3.4 1 1 1
25 26 27 28 29 30 40 30 20
Initial mass [Mg)] Ter [KK]

Figure 3.2: Visual representation of the interpolation process using the Brott grid. The
left panel shows the initial masses and ZAMS velocities of four grid models, along with
the initial mass and ZAMS velocity of the simulated star. Turquoise indicates the models
with the lower ZAMS velocity, purple indicates the models with the higher ZAMS velocity,
and red marks the interpolated data. The right panel shows the evolution of the four grid
models and the location of the simulated star in the spectroscopic HR diagram. The black
plus signs mark the points that were used for the interpolation. The interpolated data is in
Table 3.2.

A star’s MS lifetime is dependent on its initial mass and velocity, meaning that

two stars of the same age but with different initial parameters can be in very
different evolutionary stages. This fact means we cannot use 7, in years as our time
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interpolation variable. Instead, we use the fractional MS age, which is the current age
in years divided by years spent on the MS. For the simulated star, Hoku interpolates
an expected MS lifetime, 7yg, from the MS lifetimes of the model stars and uses this
to compute fyus = Ti/Tus-

Hoku can now interpolate the simulated star’s stellar parameters from the four chosen
model stars. This process is then repeated for every set of (m;, vzams, 7). If, however,
a simulated star’s fyg is greater than one, it is thrown out and Hoku moves to the
next initial parameter set. This is why a flat IMF and continuous SFR still results
in a population biased towards young, low-mass simulated stars. Figure 3.2 shows a
visual representation of this process and Table 3.2 has the resulting interpolated data.
With slight adjustment, Hoku can also calculate evolutionary tracks at a given m;
and wvzawms, as seen in Figure 3.3; or isochrones at a given 7, as seen in Figure A.1.

Table 3.2: Data from in Figure 3.2. The initial mass, vzams, and age from the Interpolated
row are taken from distribution functions and the Teg, log(L/Lg), and mvg values are
interpolated.

M; VzZAMS Tx ™S T L
Model L

[Mo | [kms™' | [Myr] [Myr] [kK] [Lo ]

25 163 475 677 332 1037

_ 25 217 480 6.84 33.0 103%™

Grid

30 161 401 572 345 10%%

30 214 4.08 579 343 103%
Interpolated | 27 200 446 635 335 1037

3.2.1 Initial distribution functions

Hoku uses a flat initial mass function (IMF) and assumes continuous star formation.
Each simulated star also has an inclination angle, which is taken from a PDF that
assumes random orientation in space. The velocity distribution function is described
below.

We derived a velocity distribution function by fitting a double Gaussian to the
observed projected rotational velocity distribution of observed stars seen in Figure 4.2.
First, we fit a Gaussian, Gy, to the peak at the higher v sin value. We then removed
all stars to the right of the Gaussian’s mean value, jigs, and subtracted an equal
number from the data to the left of jigg, assuming both symmetry and that all stars
to the right of g are part of Grg. We used this revised data, assumed to be free
of any contribution from Gy, to fit the second Gaussian to the peak at the slower
vsini value, Ggow. We added the two Gaussians together to form a single function,
shown in Figure 5.3. The velocities output by this function still contain a projection
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OBSERVED STARS

factor, so as a final step Hoku divides the output velocity by sin¢, with ¢ as the
inclination angle, and takes that as the simulated star’s vzanms value.

3.2.2 Synthetic populations

We used Hoku to generate synthetic populations of hundreds of thousands of massive
MS single stars. We used the populations interpolated from the Brott grid to study
spindown and the populations interpolated from the MESA grid to study envelope
inflation.

Hoku interpolated two synthetic populations from the Brott grid. Both have a mass
range from 3 Mg to 100 Mg, (the full mass range of the grid). One of the populations
has a single initial velocity, vzamg = 200kms™!, and the other uses the velocity
distribution function described in Section 3.2.1. We refer to the population with
vzams = 200km s™! as the Brott single vzams population and the population with
the vzamg distribution as the Brott distributed wvzams population.

We used the MESA grid to interpolate three synthetic populations, one for each of
the different mixing length parameter values. We refer to these aypr populations
individually as the ag 5, a15, and a5 populations, respectively. Hoku interpolated
them in mass from 12 Mg to 200 M. The MESA grid has a single initial rotational
velocity of v; = 150 kms™!, so this is also the initial rotational rate of the simulated
stars.

3.3 Probability density functions and bias factors of
observed stars

Comparing distributions of observables for simulated stars is easy, as we can just look
for simulated stars with the desired parameters or location on the HR diagram. Our
populations are large enough that any reasonable selection criteria will still result in
a sample of thousands. For observed stars, however, we do not know their central
abundances, and uncertainties mean we can only ever estimate their location on the
HR diagram. While selecting simulated stars requires only the ability to sift through
data, observed stars require a little more effort.

We can still construct distributions for chosen areas of the HR diagram, but rather
than selecting a subset of the stars in our sample, we use the entire sample and
weight each star’s contribution by the probability that it is located in the chosen area.
We do this by computing a PDF for each star in the sample, using a normalized
multivariate Gaussian over an effective temperature range of 7.5 kK to 53kK and a
spectroscopic luminosity range of 1022L, to 10*L.. Integrating a star’s PDF over
an arbitrary shape on the spectroscopic HR diagram will give the probability that
the star is located in that shape. We can also combine the individual PDFs to get a
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Figure 3.3: An evolutionary track of a 27 Mg, vzams = 200 kms™! star interpolated with
Hoku using the Brott grid, shown in the spectroscopic HR diagram. This interpolated track
was allowed to evolve past the TAMS. As in Figure 3.2, the turquoise marks the tracks with
the lower ZAMS velocity and purple marks the tracks with higher ZAMS velocity. The red
dotted line is the simulated star.

PDF for the sample as a whole, which can show us at which effective temperatures
and spectroscopic luminosities our stars are concentrated.

While every star is considered when constructing distributions, the size of any given
star’s contribution will vary based on its weighting factor. Summing the unnormalized
distribution therefore gives a number, not necessarily an integer, to which the data
can be considered equivalent. E.g., a distribution that sums to 10 could be made up
of 5 stars that all have a 20 % probability of being found in the chosen area, or 100
stars that each have a 10 % chance of being found in the area.

While our PDF method takes uncertainties into account, observational bias can
still affect our analysis. Our simulated star populations cover the whole MS, while
the observed sample has gaps. We cannot remove the gaps, but we can attempt to
compensate for them by assuming that the bias is locally consistent. If this assumption
holds, then a bias factor calculated from data in one area of the spectroscopic HR
diagram should give consistent results when applied to data from a nearby area.

We calculate the bias factor by first plotting the distributions of effective temperature
at a fixed spectroscopic luminosity range for both the observed and simulated stars.
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We take the ratio between the two distributions as the bias factor. We then plot
the distributions of effective temperature for another fixed spectroscopic luminosity
range and multiply the simulated stars’ distribution by the bias factor. If the bias is

consistent, then this altered distribution is a valid comparison to the distribution of
observed stars.
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Chapter 4

The IACOB project

The TACOB project! (P.I. Simén-Diaz, Spain) is an ambitious, long term observational
project at the Instituto de Astrofisica de Canarias (IAC) in Tenerife, Spain with a goal
of compiling a large, homogeneous database of high-resolution, multi-epoch spectra
of Galactic OB stars. The overall project objective is to create a comprehensive
empirical characterization of the physical properties of a statistically significant
sample of OB stars with the expectation that such information will give new insights
into theories of stellar atmospheres, winds, interiors, and massive star evolution. The
database currently contains spectra for over 1000 Galactic O- and B-type stars up
to B = 9mag. These spectra provide new estimates on stellar wind parameters,
rotational velocities, and abundances, as well as information on phenomena that can
affect the spectra, such as binarity /multiplicity, pulsations, rotational modulation,
and wind variability (Simén-Diaz et al., 2011, 2020).

y &

The TACOB project initially focused on stars observable from the Northern Hemi-
sphere, but in 2012 they established a collaboration with the OWN (Barba et al.,
2017) project, which is a high-resolution spectroscopic monitoring survey of Galactic
O- and WN-type stars in the Southern Hemisphere. The IACOB database is currently
comprised of mid B- to early O-type dwarfs and giants in the first half of the MS
and O- and B-type supergiants in the second half of the MS and beyond. While
the TACOB project has been working extensively in the past decade to obtain a
magnitude limited sample for the whole covered domain of the HR diagram, there
are still some incomplete regions that are affected by observational biases, which we
discuss in Section 8.3.1.

4.1 The sample

This thesis uses a selection of 921 stars from the above IACOB+OWN collaboration,
referred to as the IACBO sample. The sample includes likely single stars and single-
line spectroscopic binaries (SB1). We exclude double-line spectroscopic binaries
(SB2), as the spectroscopic analysis is more complex and thus the IACOB project has
chosen to postpone the analysis to a later date (Holgado et al., 2020). Figure 4.1 shows
the probability density function of the stars, calculated as explained in Section 3.3.

Lresearch.iac.es/proyecto/iacob/
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Figure 4.1: Both panels show the Gaussian probability density function of 921 stars from
the TACOB project in the spectroscopic HR diagram. The top panel overplots the IACOB
stars in gray. The bottom panel overplots evolutionary tracks from the Brott grid. The
Brott tracks shown cover initial masses from 7 Mg, to 100 Mg and have vzams =~ 218 km s—L.
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We can see that the TACOB stars are concentrated at high masses, with a slight
increase in number at the ~9 Mg model’s ZAMS point. The brightest region, at
~30kK, ~10*°L), is home to both O-type stars and B-type supergiants. There are
a few stars present in the Hertzsprung gap, with a narrow empty region at ~15kK.
The sample covers the majority of the MS, with only two empty regions, namely the
second half of the MS for low mass stars and the ZAMS for high mass stars. For our
spindown analysis, we consider IACOB stars on the MS, defined by the ZAMS and
TAMS lines of the Brott tracks. For our envelope inflation analysis, we consider all

TACOB stars with with log(L/Ls) > 3.7.

4.2 Projected rotational velocity

As a star rotates, its spectral line profile undergoes Doppler broadening. By comparing
this broadened profile with the line’s known, unbroadened profile, we can obtain
information about the star’s projected rotational velocity. This method, however,
assumes that all line-broadening is due to rotation, which is not the case. There are
two main sources of line broadening in rotating stars. If a star’s atmosphere has a
small scale turbulent velocity field, known as microturbulence, then line-broadening
can occur. In addition, OB stars have been observed to have a second source of
turbulence, commonly called macroturbulence. This effect was initially thought
to be due to large scale turbulent motion in the stellar atmosphere, but it has
been theorized to be instead caused by stellar oscillations (Simoén-Diaz et al., 2010).
Both of these effects must be accounted for when determining projected rotational
velocities.

The TACOB stars’ projected rotational velocity, v sin i, was derived with iacob-broad,
an IDL program designed to characterize OB-type spectra (Simon-Diaz and Herrero,
2014). The program uses a combination of Fourier transform (FT) and goodness-of-fit
methods to determine vsini. The FT method, introduced by Carroll (1933) and
expanded upon by Gray (1976, 2005), works by identifying the first zero in the FT
transform of the line profile. The zero point represents the overall mean of the signal,
as frequency is the inverse of the period and 1/0 is undefined, i.e., an infinite period.
The frequency at the zero, o1, can be directly translated into the projected rotational
velocity with

A
—oyvsing = 0.660, (4.1)
c

where ) is the central line wavelength and c¢ is the speed of light. This FT method
allows separate determination of vsini and the broadening due to macroturbulence,
Um, but it can still be affected by microturbulence.

The GoF method is based on line-fitting, in which the intrinsic profile of a line is
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convolved with the relevant line-broadening profiles and compared to the observed
profile, using a X? formalism to determine best fit (Simén-Diaz and Herrero, 2014).
This approach allows full characterization of line-broadening effects from rotation
and macroturbulence, but not microturbulence. Consequently, the GOF method
assumes all line-broadening not due to rotation can be incorporated into v,,. The
iacob-broad program calculates v sin¢ using both the FT and GoF methods. If the
results do not agree, then a user must use the provided information to choose the
correct value (Simoén-Diaz and Herrero, 2014).
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Figure 4.2: The distribution of projected rotational velocities for the IACOB stars, shown

as a histogram with 11kms~! wide bins. Figure contains data from al 921 stars in the
IACOB sample.

Figure 4.2 shows the distribution of projected rotational velocity, calculated with
iacob-broad, for all 921 stars in our sample. We can see that the IACOB stars
seem to have a bimodal distribution, seen by the a slow peak at ~40kms™! and a
fast peak at ~180kms™!. While over a third of the 921 stars in the sample have a
velocity between 0kms™ to 40kms™!, only 88 have a velocity below 20kms~*. The
bimodal distribution dips down at ~160km s~ before rising again for the fast peak.
Most of the IACOB stars are contained in the slow peak, with only 143 stars with
vsini > 160kms~!. There are not many rapid rotaters in the sample, with only
123 stars having vsini > 180kms™!, but the tail of the distribution extends out to
~450kms~!.
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Model results

5.1 Brott synthetic populations

Section 3.1.1 discussed the error in the angular momentum loss calculation in the
Brott grid and Figure 5.1 shows the result of applying the corrections to a Brott grid
model. Figure 5.1b confirms that the model has a higher rate of angular momentum
loss and Figure 5.1a confirms that the model loses more angular momentum overall.
At ~3.5 Myr the original data briefly shows a higher J, which corresponds with the
sudden decrease in total and surface angular momentum, seen in Figures 5.1a and
5.1c, and the rapid spindown seen in Figure 5.1d.

Conservation of angular momentum dictates that the total amount of angular mo-
mentum can only go down, but the proportions contained in different layers of the
star can change. The original data in Figure 5.1¢ shows the model’s surface angular
momentum increasing before the loss rate sharply increases. This unexpected result
means that angular momentum transport is briefly more efficient than the stellar
winds. This feature disappears in the corrected data. The angular momentum
transport may still be very efficient at this stage, but it is not enough to overpower
the rate of mass loss and instead just stabilizes the surface angular momentum rate
of change.

While Figures 5.1a and 5.1c show that the model loses much more angular momentum
with the corrections, Figure 5.1d shows that the model still completely spins down
by the end of its life, both before and after the corrections. The difference is in
the spindown evolution, which occurs in two distinct phases in the original data,
shifting from a shallow to steep slope at ~3.5 Myr. The corrected data shows the
model losing rotational velocity at a steady rate, although more rapidly than in the
corrected data. There is a small increase in spindown rate at the same ~3.5 Myr
point, but since the model has already spun down so much it has minimal influence.

Overall, the corrections increase the amount of angular momentum lost, thereby
reducing the impact of angular momentum transport and smoothing the rate of
spindown. We expect that the effect of the corrections will decrease for lower masses
and increase for higher masses, in accordance with the mass loss rate.

As discussed in Section 3.1, numerical processes can cause the rotation rate of a model
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Figure 5.1: Total angular momentum, total angular momentum rate of change, surface
specific angular momentum, and rotational velocity of a star with an initial mass of 50 M
and v; = 200kms~! from the Brott grid. The dotted line shows the original data and the
solid line shows the recalculated data following the procedure outlined in Section 3.1.1.
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Figure 5.2: The parameter space of the Brott grid. Left panel shows the initial masses
and rotational velocities of the models, as set in the stellar code. Right panel shows the
initial masses and rotational velocities at the ZAMS, which is defined in this thesis as when
5% of the initial core hydrogen has been burned.

to change between the start of a simulation and the ZAMS. In addition, physical
spindown can occur in the period between core hydrogen ignition and our chosen
ZAMS point. The left panel of Figure 5.2 shows the initial mass and velocity of each
model in the Brott grid, while the right panel shows the initial mass and the velocity
at the ZAMS. For lower mass models, the values are very similar, with some even
having a small increase in rotation rate. For higher mass models, however, the ZAMS
velocity is markedly lower than the initial velocity, with a difference of up to 15 %.
When interpolating simulated stars with a given wvzaus, it is therefore important to
pick the appropriate stellar models based on the true ZAMS velocity and not the
initial velocity.

Our derived velocity PDF and the IACOB distribution of projected rotational velocity
are plotted in Figure 5.3. The fitting process is described in Section 3.2.1. There is
relatively good agreement between the derived PDF and the observed distribution
and the large-scale structure is preserved, even if the amplitudes of the peaks are
too low. The second peak is more prominent in the IACOB distribution, as the
contribution from the larger peak’s Gaussian smooths out the second peak in the
PDF. In terms of this PDF’s use as an initial velocity distribution, it is important to
remember that it was fitted to a distribution of current velocities and as such is just
an estimation to be used experimentally.

Figure 5.4 shows the Brott single vzams population in a spectroscopic HR diagram.
The Brott grid evolutionary tracks used for interpolation are plotted on top of
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Figure 5.3: The histogram of the IACOB stars’ projected rotational velocity, the same as

Figure 4.2, except now with the addition of the fitted function from Section 3.2.1. The pu,
o, and A next to each peak are the parameters used in each Gaussian.

the simulated stars, as well as lines dividing the MS into quarters based on what
percentage of the initial center hydrogen mass fraction has been burned. The figure
is formatted as a two-dimensional histogram, meaning that the color indicates the
number of simulated stars located in that pixel.

As expected, the majority of simulated stars are young and low-mass. The number
of simulated stars in any given pixel then decreases as we move across the MS.
We expect this same behavior as we move up in initial mass, but the number of
simulated stars per pixel stops decreasing and begins to increase after the 50 Mg
track. This does not mean that the number of simulated stars as a function of
initial mass is increasing; instead, this is a side effect of our flat IMF and due to
the relationship between spectroscopic luminosity and mass. The spectroscopic
luminosity can be approximated as £ ~ L/M (Langer and Kudritzki, 2014), which
can be combined with the standard luminosity-mass relation of L oc M3® (Pols, 2011)
to obtain £ ~ M?®, an exponential relationship. As an example, there are 114 625
simulated stars with initial masses between 10 Mg to 30 Mg, versus only 33423
between 80 M to 100 M. The vertical space these simulated stars occupy, however,
is not proportionate to their number. The difference between the log(Lzams/Le)
values of the 10 M, and 30 M models is 0.85 dex, while the 80 M, and 100 M, have
a spacing of only 0.07 dex. There are ~70 % fewer simulated stars in the higher mass
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Figure 5.4: The Brott single vzams population, shown in a spectroscopic HR histogram.
The color indicates how many simulated stars are located in a pixel. The figure contains
data from 619724 simulated stars. The initial mass range is from 3 Mg to 100 Mg with a
vzams = 200kms~!. The solid gray lines are evolutionary tracks from the Brott grid, here
with v; = 200 kms~!. The dotted gray lines divide the MS into four quarters. The first line
marks when 25 % of the initial core hydrogen has been burnt, the second marks when 50 %
of the initial core hydrogen has been burnt, the third marks when 75 % of the initial core
hydrogen has been burnt. The interpolated data ends at the TAMS.
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range, but they are occupying an order of magnitude less vertical space.

There is another high-mass bright area in the upper right, where the evolutionary
tracks of the 80 M and the 100 M overlap. This area has a similar explanation,
as all simulated stars interpolated between these two tracks are located in the same
small area of the spectroscopic HR diagram.
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Figure 5.5: The Brott distribution vzans population, shown in a spectroscopic HR
histogram of the same format as Figure 5.4. The initial mass range is from 3 Mg to 100 Mg
and the ZAMS velocity distribution uses the PDF described in Section 3.2.1. The solid
gray lines are the same Brott grid evolutionary tracks as in Figure 5.4 and the dotted gray
lines are the same MS divisions. The figure contains data from 600 522 simulated stars.

The Brott distributed vzams population is shown in Figure 5.5, in the same format
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as Figure 5.4. This population was not interpolated with a constant vzamgs, instead
using the velocity PDF described in Section 3.2.1. Rotational velocity can affect
spectral luminosity and effective temperature, especially for rapidly rotating stars,
so this spectroscopic HR diagram covers a greater area than that of Figure 5.4. This
is why there are dark areas of low density along the ZAMS and TAMS lines, as well
as along the evolutionary tracks of the 3 Mg and 100 M models. These low density
areas contain simulated stars that were interpolated with vzams values close to the
upper and lower limits of the velocity PDF.

5.1.1 Application of angular momentum corrections

Figure 5.1 showed the consequences of the angular momentum corrections on a single
evolutionary model. We now discuss the consequences for the entire mass range of
the Brott grid, using the Brott single vzams population.

Effect on rotational velocity

Figure 5.6 shows the distribution of rotational velocities in the Brott single vzams
population before and after the angular momentum corrections. The population is
divided into six mass bins, each of which are then split into four bins for the four
quarters of the MS, as described earlier in Figure 5.4. This method allows us to see
how rotational velocity evolves with both mass and time.

Initial mass of 3kms™! to 15kms™! Low mass stars do not have strong stellar

winds, which means their angular momentum loss and spindown are both small.
Thus, the angular momentum corrections should have a negligible effect on simulated
stars in the lowest mass bin. Additionally, spindown should be limited for both the
original and corrected data. The top left panel of Figure 5.6, simulated stars with an
initial mass between 3 Mg to 15 Mg, agrees with these expectations. The angular
momentum corrections did not change the spindown of these simulated stars and the
spindown itself is minimal. Even in the last quarter of the MS, neither the original
nor corrected data shows any simulated stars with a velocity below 130 kms™!.

Initial mass of 15 kms~! to 30kms~! The angular momentum corrections do

cause changes in the 15 Mg to 30 Mg bin, but they are very slight. The original
data shows the simulated stars experiencing very little spindown in the first half of
the MS. The third quarter has some spindown, with some simulated stars reaching
~165kms~!. Most of the spindown occurs in the fourth quarter of the MS, which
has an almost completely flat distribution, although nearly all the simulated stars

are rotating above ~150 kms~!.

In contrast, the corrected data shows that the simulated stars start spinning down in
the first quarter of the MS. The slowest simulated stars in the second quarter of the
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Figure 5.6: Distributions of rotational velocity from the Brott single vzams population
before and after the angular momentum corrections discussed in Section 3.1.1. Each panel
shows the data for an initial mass range with the original data above and the corrected
data below. The MS quarter is indicated by color, as explained in Figure 5.4. The plots are
normalized so that the sum of integrating over all four histograms is 1.
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MS are already at ~165kms~! and the third quarter contains simulated stars as slow
as ~130kms~!. The fourth quarter histogram is more similar to that of the original
data, as they are both very extended and flat. The corrected data, however, shows
that nearly half of the simulated stars in this quarter have spun down to velocities
below ~150kms~!.

Initial mass of 30kms~! to 45kms~' The 30M to 45 My bin has greater
changes between the original and corrected data, as higher mass stars lose more
angular momentum. Despite this, the original data shows the simulated stars in
the first quarter of the MS still clustered at vzams, with the slowest simulated stars
only at ~195kms™!. There is more spindown evolution in the second quarter of the
MS, which has simulated stars between ~165kms™! to ~196kms~!. The spindown
continues in the third quarter of the MS, although the slowest simulated stars are
still at ~139kms~!. Most of the spindown still occurs in the fourth quarter of the
MS, which goes from Okms™! to ~167kms~!.

The corrected data shows the simulated stars spinning down significantly in the first
quarter of the MS, with some reaching ~173kms~!. The spindown rate increases in
the second quarter, and simulated stars spin down to rates as slow as ~122kms™1.
The distribution is very broad for both the third and fourth quarters, showing that
most of the spindown takes place in the second half of the MS. There is a small peak
at 0kms~! in the fourth quarter of the MS, so some simulated stars have completely
spun down.

Initial mass of 45kms—! to 60kms~! We can see significant spindown in the
original and corrected data for the 45 Mg to 60 My bin. The original data shows the
simulated stars in the first quarter of the MS have begun to spin down, although
most spindown still takes place in the fourth quarter of the MS. It takes the first
three quarters of the MS for the simulated stars to spin down from ~200kms~! to
~100kms~!, but only one quarter for them to spin down to 0 kms™!, although some
fourth quarter simulated stars are still rotating as rapidly as ~138kms~!. This rapid
fourth quarter spindown is because between 40 M, to 50 M is the point where the
Brott grid models lose their envelopes while still on the MS. Thus, the majority of
simulated stars that are considered here become Wolf-Rayet (WR) stars in the final
quarter of the MS. WRs have very strong stellar winds and high mass loss rates, and
as a result spin down rapidly (Pols, 2011).

The corrected data shows much more consistent spindown, with no long extended
tails in any of the distributions. Simulated stars already begin to slow significantly
in the first quarter of the MS, with some down to ~160 kms~'. Even more spindown
takes place in the second quarter of the MS, which contains simulated stars with
velocities between ~85kms™! to ~170kms™!. The most spindown, however, occurs
in the third quarter of the MS, with some simulated stars spinning as rapidly as
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~120kms™! and others as slowly as ~10kms~!. As discussed earlier, the high

number of completely spun down simulated stars in the fourth quarter of the MS
is due to many becoming WRs. By the time the simulated stars reach the fourth
quarter of the MS, however, they have completed the majority of their spindown,

with the fastest stars only reaching ~60kms~1.

Initial mass of 60kms~! to 75kms~! The 60M; to 75My bin is where
significant mass loss begins as early as the third quarter of the MS, which causes
equally significant spindown. The original data shows simulated stars spinning down
to ~54kms~! by the third quarter of the MS, although the majority of simulated
stars in the first three quarters of the MS are above ~125kms~'. While some
simulated stars in the fourth quarter of the MS are still rotating at ~108 kms™!,
most have spun down nearly completely.

The corrected data again has more consistent spindown and none of the distributions
for the first three quarters of the MS have clear peaks. Simulated stars in the
first quarter span ~200kms~! to ~145kms~!, while the second quarter goes from
~161kms~! to ~57kms~!. Simulated stars in the third quarter do not have quite as
wide range, going from ~86kms~! to ~3kms~!. Nearly all the spindown takes place
in the first three quarters of the MS, as the simulated stars in the fourth quarter

have a maximum velocity of ~9kms™!.

Initial mass of 75kms—! to 100kms~! The highest mass bin, 75kms~! to
100km s~!, contains simulated stars that lose their envelopes while still in the third
quarter of the MS. The original data still shows only limited spindown in the first
half of the MS, with the slowest simulated stars at ~144kms~!. The increased third
quarter mass loss is reflected by the long tail of the third quarter distribution, which
extends to ~31kms~!. The spindown is mostly complete by the fourth quarter of
the MS, as the maximum velocity for stars in this quarter is ~50kms~*

The corrected data does not show the phased of spindown and instead shows the
simulated stars slowing down throughout the MS. Some simulated stars in the
first quarter of the MS have already spun down to ~122kms™!, but most of the
spindown takes place in the second quarter of the MS, which ranges from ~20kms™?
to ~144kms~!. The stronger spindown in the corrected data means that the third
quarter of the MS already has some simulated stars that are completely spun down
and all of the simulated stars in the fourth quarter of the MS are completely spun
down.

Effect on surface angular momentum

Figure 5.7 shows the distributions of surface specific angular momentum, jg.¢, for
the same simulated stars shown in Figure 5.6. We can immediately see that the
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Figure 5.7: Distributions of surface specific angular momentum from the Brott single
vzaMs population before and after the angular momentum corrections discussed in Sec-
tion 3.1.1. The figure is formatted in the same way as Figure 5.6.
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original data has a much larger maximum jg..r value than the corrected data in every
mass bin, with the difference increasing as we go up in mass. In the final mass bin,
simulated stars with an initial mass between 75 Mg to 100 Mg, the original data has
a maximum value of ~4.3 x 10°km?s~!, while the corrected data’s highest value is
less than half that at ~2.0 x 10°km?s~!. This agrees with Figure 5.1, which showed
that the Brott model star’s original data had greater J and jg,¢ values, and even
increased Jgurs-

Initial mass of 3kms~! to 15kms~—! As in Figure 5.6, the lowest mass range,

3Mg to 15 Mg, does not show any change between the original and corrected data.
The maximum jg,s value in each quarter of the MS keeps increasing and the minimum
value keeps decreasing, showing that the angular momentum transport processes are
so efficient that these simulated stars gain jg,s throughout the MS. Any net jqu¢
loss must occur after the TAMS. Since low mass stars have very limited mass loss,
angular momentum transport does not need an unrealistically high efficiency to be
able to replenish jg,¢ faster than it can be lost.

Initial mass of 15kms™! to 30kms™! The 15Mg to 30 M bin shows small
changes between the original and corrected data, mostly in the second half of the MS.
The first half of the MS is the same for both the original and corrected data, and just
shows the simulated stars gaining jq.r. The original data shows that simulated stars
in the third quarter of the MS have a maximum jq,¢ value of ~2.14 x 10° km?*s~!
increasing to ~2.76 x 10°km?s~! in the fourth quarter of the MS.

)

The simulated stars gain jg,¢, but not as much. The maximum value in the third
quarter of the MS is ~1.75 x 10°km?s™!, ~20% lower than in the original data.
The simulated stars in the fourth quarter of the MS have a maximum jg,s of
~2.11 x 10°km?s™!, less than the maximum value in the third quarter for the
original data.

Initial mass of 30 kms ! to 45 kms~! The 30 M, to 45 M, bin shows significant
change between the original and corrected data. The original data shows the simulated
stars gaining some jgu¢ in the first half of the MS, but then a large increase in the
second half of the MS. Simulated stars in the fourth quarter reach jg,¢ values up
to ~3.05 x 10°km?s~!. This large increase in jeu.¢ occurs at the same point that
the rate of spindown is increasing, which is inconsistent with our understanding of
angular momentum transport and spindown.

The corrected data shows that the simulated stars gain jq.t through the first three
quarters of the MS, and some of the fourth quarter, before beginning to lose it. The
simulated stars in the third quarter have a very narrow distribution compared to
those in the first and third quarter. The fourth quarter has a very broad distribution,
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ranging from 0km?s™' to ~1.96 x 10°km?s~!, as some of these simulated stars are
completely spun down.

Initial mass of 45kms~! to 60kms~! The 45M, to 60 M, bin is where the
behavior shown in the original and corrected data completely diverges. The original
data shows the simulated stars gaining js.t throughout the first three quarters of
the MS, reaching values of ~3.51 x 10? km?s~!. The simulated stars do lose Jeurf 1N
the fourth quarter of the MS, and some have lost all their jq.¢, but there are still
simulated stars with jsus values up to ~3.36 x 10°km?s~!.

The corrected data no longer shows any jg,¢ gain on the MS. The simulated stars lose
a limited amount of jg,¢ in the first three quarters of the MS, but the majority still
have jout values above ~0.55 x 10° km?s~!. Simulated stars in the fourth quarter of
the MS have jgur values between 0km?s™! to ~1.23 x 109 km? s, with most in the
peak at 0km?s~!, reflecting the fact that these simulated stars are rotating below
~50kms~! and some have completely spun down.

Initial mass of 60 kms=! to 75kms™! The 60 M, to 75 Mg bin contains sim-
ulated stars that spin down significantly in both the original and corrected data.
The original data, however, still keeps the same overall structure as in the previous
mass bin. The simulated stars gain jq.¢ in the first three quarters of the MS, and
the maximum value increases to ~3.91 x 10°km?s™'. T hey do lose jour in the
fourth quarter of the MS, although a tiny minority still reach ~3.42 x 10? km?s~!.
The majority have lost nearly all their jg,¢, however, and the distribution peaks at

~0.23km? s 1.

The corrected data shows that the first quarter of the MS has a very similar jqu.¢
distribution as in the previous mass bin, but the second and third quarters show
significantly more evolution. The jg,¢ loss across the MS has the same structure
as the spindown, with the majority of simulated stars losing all their jg,t by the
third quarter of the MS. The fourth quarter of the MS peaks at 0km?s~! and has a
maximum value of only ~0.28 x 10° km?s~!, corresponding with the nearly complete
spindown we see in this quarter.

Initial mass of 75 kms~! to 100km s~ The highest mass bin, 75 Mg, to 100 M,
contains simulated stars with very high rates of MS mass loss. The original data,
however, still shows jg¢ gain. The maximum value increases again, reaching
~4.34 x 10°km?s~! in the third quarter. This rapid increase in jy.s is matched by
an equally rapid decrease in the fourth quarter of the MS. These simulated stars
have jout values ranging from ~0.88 x 10°km?s ! to ~1.88 x 10°km?s~!. These
simulated stars do not increase their rotation rate while on the MS, but they do
increase Jsurt-
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The corrected data shows much more even jg,¢ loss in the first three quarters of
the MS than in previous bins, and the three distributions all have similar maximum
heights. Similar to the spindown, these simulated stars lose most of their jgus
while in the first half of the MS, with values ranging from ~0.42 x 10°km?s~! to
~2.03 x 10°km?s~!. The simulated stars that spin down completely in the third
quarter are located in the small peak at 0km?s~!. The simulated stars have lost all
their jout by the fourth quarter, which consists of a single peak at 0 km?s~.

The angular momentum corrections have little to no effect for simulated stars below
30Mg. By 45Mg, however, the changes between the original and corrected data
are significant. The corrected data shows the simulated stars spinning down more
consistently and more rapidly than in the original data, as well as losing jg.t rather
than gaining it. For masses above 60 M, the corrected data shows that the simulated
stars have nearly all completely spun down and lost their jg.t by the fourth quarter
of the MS. This is not seen in the original data, which shows the simulated stars
gaining Js.r throughout the MS, even as they are spinning down. This behavior
is not consistent with our understanding of angular momentum transport’s role in
spindown.

5.2 MESA models and synthetic populations

We calculated the MESA models and synthetic populations as described in Sections 3.1
and 3.2. The 12 My models did not show any signs of inflation on the MS, so we did
not show them and excluded them from analysis. Additionally, the as grid showed
marked differences to the ags and «q 5 grids at low initial masses where the oyt
value is not expected to have an effect. We did not see signs of inflation in these
models’ density profiles and the cause of this abnormality is unknown. We assume
that this behavior is due to MESA numerics and these lower mass a5 models are
also excluded from analysis and interpolation.

Figure 5.8 shows the three MESA grids, one plot for each ayyr value. The three
plots in the figure have the same boundaries, making it easy to see that the grids have
a higher maximum spectroscopic luminosity as the aypr value increases. This is
partially because some of the higher mass models in the ag 5 and a5 grids terminate
before reaching the TAMS, so the tracks do not extend as far. This does not fully
explain the difference, however, and the plots show that models with a higher mixing
length parameter increase their spectroscopic luminosity more rapidly. As discussed
in Section 2.2, models with a higher mixing length parameter have more efficient
heat transfer and are hotter. Spectroscopic luminosity is dependent on effective
temperature to the fourth power (Equation 1.1), so even a small increase in effective
temperature will have a large effect on the spectroscopic luminosity.

The point at which the different aypr values begin to have an effect varies as a
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(c) MESA models with aypr = 5.0.

function of initial mass and point on the MS, which can be seen in Figure 5.9. Models
with a greater oyt parameter can reach hotter effective temperatures for a given
luminosity and have a higher Eddington luminosity. This effect only matters for
stars that are near the Eddington limit, however, and at the ZAMS only the models
with an initial mass of 72 My and above fulfill this criteria. Moving to the midpoint
of the MS shows the three ayr lines start to diverge as early as 56 M, and by the
TAMS the lines are diverging at 26 M.
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Figure 5.9: The ZAMS, MS halfway point, and TAMS lines of the MESA grid stellar
models for three different mixing length parameter values, shown in the spectroscopic HR
diagram. The midpoint is defined as when half of the initial core hydrogen has been burnt.
The ZAMS line begins at 33 Mg and goes to the highest initial mass calculated, 200 M.
The midpoint and TAMS lines begin at 26 My and 20 M), respectively, and are shortened
based on when simulations failed to converge. The apyr = 0.5 models did not reach the
midpoint past an initial mass of 93 Mg and did not reach the TAMS past an initial mass of
43 Mg. The anypr = 1.5 models did not reach the TAMS past an initial mass of 93 M.
The ampr = 5.0 models all reached the midpoint and the TAMS.

The effect of a higher mixing length parameter is clear in Figure 5.10. While the
different mixing length parameter values do not have a large effect on the spectroscopic
luminosities at the ZAMS, the temperatures vary widely between the three ayr
lines. The as g line (in purple) is nearly linear and only slightly deviates from linearity
above 120 Mg. The a;5 and «ag; lines (in orange and turquoise, respectively) are
linear at lower masses but start bending above 72 M., and have switched their slopes
from negative to positive by the end of the lines. Models with a higher ayr
are constantly bringing heat to the surface by virtue of their higher heat transfer
efficiency, slowing the rate at which they cool. The models with the lower anyr
values, however, have inefficient convection in their envelopes and are limited in the
amount of heat they can bring from the center to the surface, causing them to cool
faster.

The populations we interpolated with the MESA grids are shown in Figure 5.11
as normalized two-dimensional spectroscopic HR histograms in the same format as
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Figure 5.10: The ZAMS lines from Figure 5.9, magnified to only show the region where
the different mixing length parameters have an effect.
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(a) The ag.5 population of 271 628 simulated stars, shown in a spectroscopic HR diagram.
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(b) The a1 5 population of 401970 simulated stars, shown in the spectroscopic HR diagram.
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(c) The a9 population of 460035 simulated stars, shown in the spectroscopic HR diagram.

Figure 5.11: The ag5, a1.5, and as populations, each shown in a spectroscopic HR
histogram in the same format as Figure 5.4, normalized so that the pixel counts sum to one.
The MESA grid evolutionary tracks are plotted as solid gray lines. The vertical dotted gray
lines divide the MS into quarters as described previously.
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Figure 5.4. The three plots have the same boundaries and colorbar scales. The
most immediate difference is how the ZAMS line bends redward for the «g5 and
a1 5 populations, the same as in the models. The number of simulated stars in each
population also increases with ayr value, with the s population having almost
twice as many simulated stars as the g5 population. This is due to the same reason
discussed earlier for the MESA grids, namely the early termination of some high
mass-low aypr models. As in Figure 5.4, the luminosity-mass relation and some
overlapping evolutionary tracks causes an increase in density of simulated stars with
high initial masses, even though the number of these stars is less than that those
with lower initial masses.
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Chapter 6

Spindown in IJACOB and simulated
stars

We compared the projected rotational velocity of the IACOB stars and two Brott
populations by dividing the data into mass bins and quarters of the MS, as discussed
earlier. The TACOB stars do not have initial mass estimates and naturally we do not
know the center abundances. Therefore, we estimated these values by comparing
the location of the IACOB stars to the Brott grid tracks with v; = 200kms™!. As
previously mentioned, the spectroscopic HR diagram of the ITACOB stars has some
unpopulated areas, namely the ZAMS line above 40 M, and the second half of the
MS for stars below 9 M. Therefore, we do not look at the full MS for all the mass
ranges considered.

6.1 Single initial rotational velocity

As discussed in Section 4, the IACOB sample is not complete for B-type stars, which
is why we only look at the first two quarters of the MS for the 7Mg to 9 M, bin,
seen in Figure 6.1. These first two quarters already only have the equivalent of ~10
stars each, and the third and fourth quarters have ~2 and 0 stars, respectively. The
simulated stars do not undergo any significant spindown between the first and second
quarter of the MS and neither do the TACOB stars. Most of the IACOB stars are
slow-rotators, while the opposite is true for the simulated stars. Figure 4.2 shows
a tail of rapidly rotating stars with vsini values up to ~450kms~!, but this mass
range does not have any IACOB stars with vsini > 320 kms™!.

There are more TACOB stars present in the 9 M to 30 My bin, so we are able
to consider the full MS, which is shown in Figure 6.2. The IACOB stars in the
first quarter of the MS are concentrated at low vsini values, as the distribution
peaks between 0 kms™! to 40 kms™!. These stars do not appear to have a bimodal
distribution, but some stars in this quarter reach velocities of ~450kms™!, well
above the maximum value of ~300kms~! seen in Figure 6.1. The simulated stars
in this quarter have experienced almost no spindown, so their distribution has a
sharp peak at vzams. The IACOB stars’ distribution is less extreme in the second
quarter of the MS, and there are more stars with v sin values around ~100kms™!.
A weak second peak is visible at ~200 kms™! and the fast moving tail extends out to
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Figure 6.1: The distribution of projected rotational velocity, vsini, for the IACOB stars
and the Brott single vzans population. The simulated stars have an initial mass of 7 Mg
to 9Mg and are divided by core hydrogen mass fraction. The IACOB stars are selected by
location on the spectroscopic HR diagram. The numbers indicate the number of stars or
simulated stars that the data is drawn from.

~440kms~!. The simulated stars do not have a noticeable change between quarters,
as they are too low mass to experience substantial spindown. In the third quarter
of the MS the simulated stars show some spindown, although the distribution still
peaks at vzams. The IACOB stars’ distribution shows a slightly lower peak. The
[ACOB stars in the fourth quarter of the MS have a tall and narrow peak similar
to those seen in the first two quarters, but this peak is from 20kms~! to 60 kms™1,
so there are fewer slow rotators. The second peak has disappeared and the number
of TACOB stars per bin reduces gradually until a maximum vsini of ~450km s~
The simulated stars experience more spindown, but the fact that the majority of
the simulated stars still have vsini values above 140kms~! shows that most of the
spindown in this mass range occurs after the TAMS. The TACOB stars are similar,
as the maximum vsini stays above 400 kms™!, regardless of MS quarter.

While the 30 Mg to 50 M bin only contains ~9 TACOB stars in the first quarter of
the MS, we still consider all four quarters, shown in Figure 6.3. The TACOB stars
in the first quarter of the MS appear to have a bimodal distribution, but as this
data is equivalent to only ~9 stars, it is likely to be small number statistics. The
distribution of simulated stars peaks at their vzanmg velocity, while the IACOB stars
are mostly slow rotators with a fast tail extending out to ~450kms~!. There are
more TACOB stars present in the second quarter of the MS, and we can see that
the distribution of rapid rotators has become smoother. The fast tail is still present,
however, even though the simulated stars have begun to spin down. By the third
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Figure 6.2: Distribution of projected rotational velocity for the ITACOB stars and the
Brott single vzams population, in the same format as Figure 6.1, except across all four
quarters of the MS with an initial mass range of 9 Mg to 30 Mg.

quarter of the MS, the simulated stars show clear signs of spindown, with the peak
of the distribution moving to slower velocities. The IACOB stars, however, are still
rotating rapidly, and the fast tail is still present. The percentage of IACOB stars
with vsini < 80 kms™! has increased from ~70 % to ~80 % between the first and
fourth quarters, which does show that some limited spindown does take place in the
last quarter of the MS. Despite this, there are still some stars with velocities up to
~360kms~!. The simulated stars show strong spindown in the fourth quarter of the
MS, with many already completely spun down. Overall, we can see that the TACOB
stars experience very limited spindown, while the simulated stars slowly lose velocity
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Figure 6.3: Distribution of projected rotational velocity for the ITACOB stars and the
Brott single vzams population, in the same format as Figure 6.1, except across all four
quarters of the MS with an initial mass range of 30 M to 50 M.

as expected.

Above 50 Mg, the TACOB stars veer away from the ZAMS line (Holgado et al.,
2020), so Figure 6.4 omits the first quarter of the MS. Simulated stars in the second
quarter of the MS are already spinning down, but the distribution still peaks close
to vzams. While most of the IACOB stars in this quarter have vsini < 150 kms™?,
there are stars with vsini up to ~350kms~!. This is a higher maximum v sins than
seen in the 7Mg to 9Mg, but still lower than the ~450km s~ seen in the 30 M, to

50 Mg bin. This tail of rapid rotators is still present in the third quarter of the MS,
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Figure 6.4: Distribution of projected rotational velocity for the IACOB stars and the
Brott single vzanms population, in the same format as Figure 6.1, except with an initial
mass range of 50 Mg to 100 Mg and for the last three quarters of the MS.

although more of the IACOB stars have shifted to lower vsin values. The simulated
stars have also spun down, but there is still a gap of ~40kms~! between the peaks
of the two distributions. In the fourth quarter of the MS, however, the simulated
stars are nearly all completely spun down, while the TACOB stars are still clustered
at ~50kms™!. The fast tail has reduced as well, with the maximum value now at
~300km st which is 20kms™! less than in Figure 6.1.
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6.2 Distribution of initial rotational velocities

We discussed the characteristics of the IACOB distributions in Section 6.1, so this
section will focus on the distributions of the simulated stars and their similarity to
the TACOB distributions.
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Figure 6.5: The distribution of projected rotational velocity, v sin, for the IACOB stars
and the Brott distribution wvzanms population, in the same format as Figure 6.1. The initial
mass range is 7Mg to 9Mg and the first half of the MS is shown.

Figure 6.5 shows the first two quarters of the MS for the IACOB and simulated stars
in the mass range 7Mg to 9 M. Neither of them experience spindown in the first
half of the MS. As noted before, the IACOB stars in this mass range have a maximum
vsini of ~320kms~!, but the simulated stars go up to ~530kms~!. While both
the JACOB and simulated stars are concentrated below ~100kms™', the simulated
stars still have a faster average v sini.

Figure 6.6 shows all four quarters of the MS for the mass range 9 M, to 30 M. Below
~140kms~! the simulated stars show good agreement with IACOB across all four
quarters. Although the peaks of the simulated stars’ distributions are consistently
lower than those of the IACOB stars, the structure is similar. The simulated star
distributions change negligibly in the first three quarters of the MS, but there is
spindown present in the last quarter. The maximum wvsin¢ has also reduced to
~300kms~!, from a maximum of over 400 kms~! in the first quarter. The peaks of
the TACOB stars’ distributions shift slightly to faster velocities across the MS and
the maximum v sini stays constant at ~450kms~!. We can see that the simulated
stars are unable to replicate the fast moving tail in the TACOB distribution, which

consistently stays at ~450kms~!. Spindown clearly affects the simulated stars, while
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Figure 6.6: Distribution of projected rotational velocity for the ITACOB stars and the
Brott distribution vzams population, in the same format as Figure 6.1, except across all
four quarters of the MS with an initial mass range of 9 Mg to 30 M.

the TACOB stars seem to be affected only weakly, if at all.

Figure 6.7 shows the IACOB and simulated stars within the mass range 30 My to
50 M. Across all quarters of the MS, the distributions of the TACOB and simulated
stars with vsini < 150km s~ are very similar, but the simulated stars are not able to
reproduce the IACOB stars’ second peak at ~180kms~t. In addition, the simulated
stars’ maximum v sin ¢ is consistently lower than that of the IACOB stars. From the
beginning, there are simulated stars with vsin ¢ values near zero, and the simulated
stars spin down throughout the MS. By the fourth quarter, none of the simulated
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Figure 6.7: The distribution of projected rotational velocity, vsini, for the TACOB stars
and the Brott distribution vzang population, in the same format as Figure 6.1. The initial
mass range is 30 Mg to 50 Mg and the whole MS is shown.

stars have vsini 2> 300 kms™ and ~75% have vsini < 50 kms~!. The IACOB stars
do not show this behavior, with only ~15 % of stars ever reaching velocities below
~20kms~!. Contrary to the previous mass bins, the distributions of simulated stars
consistently predict more slow rotators than seen in the IACOB distributions.

The last mass range, 50 My to 100 M), is shown in Figure 6.8. These simulated
stars experience strong spindown early on and they are consistently slower than the
[ACOB stars. The distributions for the simulated stars both peak at and extend
to lower velocities than the TACOB stars, continuing what we saw in Figure 6.7.
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Figure 6.8: The distribution of projected rotational velocity, v sin i, for the IACOB stars
and the Brott distribution vzang population, in the same format as Figure 6.1. The initial
mass range is 50 Mg to 100 Mg and the figure shows the last three quarters of the MS.

The difference is most pronounced in the fourth quarter of the MS, where ~90 % of
the simulated stars have spun down below 20 kms™! and none have a vsini above
~200kms~!. The distribution of IACOB stars, however, peaks at ~60kms~!. The
tail of the TACOB distribution extends out to ~300kms™!, which is only slightly
less the maximum values in the second and third quarter, which were ~340kms™!
and ~360kms~!, respectively.

From this, we can conclude that the location of the peak in the IACOB projected
rotational velocity distributions seems to be moving to more rapid velocities as mass
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increases. We can also see that the simulated stars have much stronger spindown and
the TACOB stars in our sample do not show a strong braking mechanism, especially
for high mass stars in the second half of the MS.
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Chapter 7

Inflation effects in IACOB and
simulated stars

We looked for possible inflation in the IACOB stars by comparing the distributions
of effective temperature between the three appr populations and the IACOB sample.
We used the procedure outlined in Section 3.3, using distributions taken from a
luminosity range with width 10%1£. to calculate the bias factor, which we then
applied to the distribution from the next highest luminosity range. E.g., we calculated
a bias factor from the 10*9L, to 10*°L, distribution and applied it to the 10*°L
to 101 L, distribution. We also overlapped the ranges to ensure that all areas of the
spectroscopic HR diagram were covered. Following from our previous example, this
means that the original 104°L, to 10*1£, distribution was then used to calculate a
bias factor for the 10*1L, to 10%2L distribution. While some of the IACOB stars
are clearly well past the TAMS, the simulated stars are all on the MS. Despite this,
IACOB stars across the full width of the spectroscopic HR diagram are considered,
even those off the MS.

The figures are formatted with the lower half of the spectroscopic luminosity range
on the left, and the upper half on the right. This right half of the plot is divided
in two, with the unaltered distribution on top and the distribution with bias factor
applied on the bottom. Overall, we can see that the simulated star distributions
peak at hot temperatures and then decrease, as there are more simulated stars at the
ZAMS than the TAMS. The TACOB distributions do not show the same behavior
and are more centrally peaked, reflecting the fact that there are no TACOB stars
near the ZAMS above 10%7L,.

Spectroscopic luminosity range 10>"Lg to 103°L

In the first two spectroscopic luminosity ranges, 1037L. to 103>8L, and 103%L, to
1039L,, we expect to only see slight differences between the three aypr populations,
because inflation effects here are small and not seen until the TAMS. The distributions
in Figure 7.1 agree with this, as the only difference seen between the ayr populations
is a slightly hotter TAMS point for the a5 population, which is not due to inflation
effects. The unaltered distributions of the simulated stars are strongly peaked at
~40 kK, while the IACOB distributions are flatter without a strong peak. The effect
is magnified at the log(L/Ls) = 3.8 to 3.9 range, which has a very flat distribution
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Figure 7.1: Distributions of effective temperature at a fixed spectroscopic luminosity
range for the IACOB stars and aypr populations. The distributions for the range 1037 L
to 1038L are in the left panel of each figure. The right panel has the distributions for
the range 103%Ls to 103?Ls, with the unaltered distributions on the top and the same
IACOB distribution with the simulated star distribution with bias factor on the bottom.
The distributions are normalized to have an integral equal to one.
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of TACOB effective temperatures. Compared to the simulated stars, the IACOB
distribution is shifted to cooler temperatures.

Between log(L/L) = 3.7 and 3.8 the IACOB distribution has three clear portions,
each without a clear peak: one from ~40kK to ~30kK, a second from ~30kK to
~18 kK, and a third from ~18kK to ~5kK. The distribution flattens out in the
log(L/Ls) = 3.8 to 3.9 range and the ~40kK to ~30kK and ~30kK to ~18kK
areas have merged together.

Since the simulated star distributions used to calculate the bias factor are very
similar, the distributions with an applied bias factor are also very similar. All three
altered simulated star distributions shift to become very flat with two groups, as
seen in the TACOB distribution. The difference we do see is that the bin at ~20kK
for the ag 5 and «aq 5 distributions is abnormally tall, while this bin has an amplitude
of zero for the as g distribution. This is due to the fact that we do not have any
post-MS simulated stars, and this effective temperature bin is on the very edge of the
MS, meaning it has very few simulated stars in the 1037L to 10*8L. range. The
[ACOB stars, however, extend across the full temperature range, so the difference
in bin amplitude between the simulated and TACOB stars is large. This leads to a
bigger bias factor, so that even a bin with a very low amplitude in the unaltered
distribution can become very tall once the bias factor is applied. E.g., for the g5
simulated stars, this bin has a height of 0.0014 in the 10%7"Ly to 10*®L. bin, while
for the TACOB stars it has a height of 0.0278. The bias factor for this bin is therefore
19.9, which is an order of magnitude greater than the next smallest bias factor, which
is only 2.2. As stated before, the asy simulated stars have a hotter TAMS point, so
the bin is empty and therefore has a bias factor of zero, which is why we do not see
an abnormally tall bin in the altered distribution.

Spectroscopic luminosity range 10*3L4 to 10*°L

The next set of spectroscopic luminosity ranges, 103%L. to 103°L. and 103°L
to 10*°L,, also cover a range without strong inflation effects. We can see this
in Figure 7.2, which again shows only negligible differences between the unaltered
distributions of the different simulated star populations for both spectroscopic
luminosity ranges, namely a slightly hotter TAMS point for the as simulated stars.

The TACOB distribution for the 103°L to 10%°L range has become flatter, although
it still can be clearly divided into two groups. The first group ranges from ~45 kK
to ~18kK, and the second is a tail that extends out to ~7kK. Again, this does not
match the simulated stars’ distributions, which are peaked at high temperatures and
decrease smoothly.

The altered distributions of the simulated stars are again very similar, except for the
abnormally tall bin height for the a5 o simulated stars at ~22kK. As previously, this
is due to our MS-only simulated star populations. Overall, the altered distributions
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Figure 7.2: Distributions of the effective temperature at a fixed spectroscopic luminosity
range for the ITACOB stars and the three ayr populations, in the same format as Figure 7.1.
The distributions are for the spectroscopic luminosity range 1038 to 1040L.
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replicate the TACOB distribution from ~45kK to ~22kK, but then fail to match
the decrease in height at cooler temperatures. The application of the bias factor
is also unable to sufficiently reduce the height of the bins for temperatures hotter
than ~45kK. The aq5 and a5 distributions end at ~18 kK, which is the end of the
first group in the IACOB distribution, but the a5 distribution cuts off at ~22 kK,
reflecting the hotter TAMS point.

Spectroscopic luminosity range 10*°Lg to 10*!1L

Figure 7.3 shows the first spectroscopic luminosity range where we can expect to see
a change in the ZAMS point between the simulated star populations. Accordingly,
the height of the bin at ~50kK for the 10*°L, to 10*1 L, range increases with the
ayrr value, as the ZAMS line of the a5 and ag 5 populations is beginning to shift
to cooler temperatures.

The TACOB stars in the 10*°L, to 10*1 L, range no longer have a flat distribution,
instead shifting to a pyramid shape with a central peak at ~30kK. There is still a
clearly separate tail from ~18 kK to ~7 kK, which is beyond the effective temperature
range covered by the simulated stars. This centrally peaked distribution is difficult
for the simulated stars to replicate, and the altered distributions shift to become flat,
rather than moving the peak to the center.

The altered «q5 distribution replicates the IACOB distribution most successfully,
although it still cannot reproduce the slope on either side of the broad TACOB peak.
It also predicts more stars in the ~18 kK bin, which is due to the previously stated
issue with binning on the edge of the MS. While this binning issue only causes a slight
abnormality for the altered o5 distribution, it distorts the altered a5 distribution
entirely, and the bin has a height of 0.18, an order of magnitude taller than any
other in the distribution. Even ignoring this effect, we can see that the shape of the
altered a5 distribution is too flat, regardless of overall amplitude. The altered asq
distribution is even flatter and is completely unable to replicate the shape or extent
of the TACOB distribution.

Spectroscopic luminosity range 10"°Lg to 10*2L

The differences between the simulated star populations grow as we increase in
spectroscopic luminosity, and the unaltered distributions for the 10*1 Ly to 10*2L
range in Figure 7.4 shows the ZAMS line moving further to the left for the ag5
and «q 5 populations, while moving further to the right for the a5y population. We
see the reverse at the TAMS, with the a5 population having the hottest TAMS
point. The TACOB distribution, however, does not show a major shift between the
104°L, to 1041 L, and 10*1 L, to 10*2L, ranges, and the distribution shape and
peak location stays the same.

The altered g5 and o4 5 distributions of simulated stars are better able to replicate
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Figure 7.3: Distributions of the effective temperature at a fixed spectroscopic luminosity
range for the ITACOB stars and the three ayr populations, in the same format as Figure 7.1.
The distributions are for the spectroscopic luminosity range 10%9L¢ to 1041 L.
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Figure 7.4: Distributions of the effective temperature at a fixed spectroscopic luminosity
range for the ITACOB stars and the three ayr populations, in the same format as Figure 7.1.
The distributions are for the spectroscopic luminosity range 10*°Lg to 1042L.
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the shape of the TACOB distribution, with both shifting their peak to the center.
The altered oy 5 distribution has too steep a slope on the left side of the peak and too
shallow a slope on the right side, and the peak amplitude is still too low. The altered
a1 5 distribution has too shallow a slope on both sides of the peak, consistently
underestimating the number of stars per bin after ~25kK. The lower amplitudes
can be partially explained by binning issues causing the abnormally tall bins at the
cool end of the effective temperature range.

The altered as g distribution is unable to reproduce the shape of the IACOB distri-
bution. The location of the peak does shift to the center, but the slope on the left
side of the peak is not smooth and too shallow and there is no slope on the right
side. Instead, the distribution decreases in height for two bins before increasing in
height for one bin and then terminating at ~20kK. The tall bin can be explained by
binning issues, but the shape of the slope on the left and termination at ~20kK is
due to the models’ lack of inflation.

Spectroscopic luminosity range 10! L4 to 103L

The highest spectroscopic luminosity range considered, 10*1 L. to 10*3L, is where
the effect of the mixing length parameter value is the strongest. Therefore, this
range is where we expect to see the largest differences between the simulated star
populations. Figure 7.5 reflects this, as the increased width of the peaks in the
unaltered ags and a5 distributions for the 10*2L. to 10*3L. range is due to the
bending of the ZAMS line increasing the range of effective temperatures at the ZAMS.
The minimum temperature of the simulated star populations has also decreased, with
some ag 5 simulated stars cooling down to ~7 kK while still on the MS.

The TACOB distribution has shifted and the number of stars per bin for effective
temperatures above ~35 kK has markedly decreased, a consequence of the lack of
high mass TACOB stars along the ZAMS line. The distribution to the right of the
peak has also changed, with a stronger demarcation between the main peak and tail
from ~18kK to ~7kK.

The decrease in minimum effective temperature for the simulated stars means that
their distributions now reach into the area occupied by the tail of the IACOB
distribution. We can see the effect of this most clearly for the altered «q 5 distribution,
which now has a second, smaller peak at cool temperatures, resembling the IACOB
distribution tail. This extension in minimum effective temperature, however, does not
automatically mean a better fit. The altered ag 5 distribution is unable to match both
the shape and peak location of the IACOB distribution. The bias factor did alter
the distribution’s shape, but could not create a centrally peaked pyramid like the
[ACOB distribution. In addition, the peak is located at ~35kK, while the IACOB
peak is at ~30kK. The second peak, while matching the temperature range of the
[TACOB tail, is too tall and peaked, although this can be explained by binning issues.
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Figure 7.5: Distributions of the effective temperature at a fixed spectroscopic luminosity
range for the ITACOB stars and the three ayr populations, in the same format as Figure 7.1.
The distributions are for the spectroscopic luminosity range 10%1 L to 1043L.
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CHAPTER 7. INFLATION EFFECTS IN IACOB AND SIMULATED STARS

The altered «; 5 distribution is more accurate. While the peak amplitude is too low,
it is only shifted one bin cooler than the IJACOB peak. The slopes on either side
of the peak are a good fit to the IACOB distribution, although on the left slope is
slightly too shallow, while the slope on the right is slightly too steep. These simulated
stars do not have quite as low a minimum temperature, so the tall bin at the ~10kK
bin is likely only due to binning issues.

The altered ;o distribution is distorted by the extremely tall bin at ~10kK, which
is due to the previously explained binning issues. Just looking at the shape of the
distribution, however, we can still see that it is very flat and the peak location is
at ~25kK, much cooler than the TACOB peak at ~30kK. Simulated stars at this
spectroscopic luminosity range both start and end the MS at too high an effective
temperature to be able to match the IACOB distribution.

We performed X? analysis (Pearson, 1900) on our results and found that with the
exception of the 10*8L, to 1039L, range, seen in Figure 7.1, either the g5 or the
a5 population was a better fit to the IACOB stars in our sample. The result for the
1038Ls to 1039L range is likely due to the binning issues that caused abnormally
tall bins at the low effective temperature bins, creating fit issues that affected the
X? value. These fit issues also affected the other spectroscopic luminosity ranges,
making it difficult to conclusively state that either the ag5 or a4 5 population is a
better fit. Instead, all we can say is that the TACOB stars are more consistent with
these populations than with the asq population and thus show evidence of inflation
at high masses.
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Chapter 8

Discussion

8.1 Spindown and envelope inflation

If massive stars can have inflated envelopes while on the MS, then inflated massive
stars in binaries are likely to overflow their Roche lobes and undergo mass transfer
(MT) while still core hydrogen burning, known as Case A mass transfer (Lamers
et al., 2017). The companion star accretes both mass and angular momentum, which
cause it to spin up. Sana et al. (2012) modeled a population of Galactic massive
O-type single and binary stars and estimated that nearly 40 % will spin up while
still on the MS due to accretion or merging with their companion. The percentage
of spun up stars appears to have a metallicity dependence, as de Mink et al. (2013)
modeled a population of massive stars at LMC metallicity and found that only ~20 %
of massive MS stars are expected to spin up due to binary interaction.

As discussed earlier, envelope inflation is metallicity dependent. If inflation occurs
at lower masses for higher metallicities, then we would naturally also expect more
spun up stars at higher metallicities, as a greater percentage of massive stars will
experience Case A MT. As this thesis has shown, sufficiently massive stars can have
inflated envelopes even at the ZAMS, so MT could occur as early as the ZAMS. The
single star populations in this thesis were unable to replicate the rapidly rotating tail
seen in the IACOB projected rotational velocity distribution, and were also unable
to match the low spindown rate seen at high masses. Envelope inflation and binary
interaction could provide a solution to both of these problems.

Binary interaction is not the only process by which envelope inflation can affect
spindown. The most basic consequences of inflation are an increased radius and
lowered effective temperature. Conservation of angular momentum demands that
an increased radius be compensated for by a decrease in rotation rate. Cooler stars
have stronger winds, due to the effect of the iron opacity bump (Sanyal et al., 2017),
and these winds will increase the mass loss rate, which will then increase spindown.
Additionally, instabilities in inflated envelopes can lead to mass loss, which will also
affect spindown (Grassitelli et al., 2016).

Envelope inflation could also play a part in the lack of massive O-type stars near
the ZAMS in the IACOB sample. Inflated stars have cooler effective temperatures,
and the ZAMS lines of our models with mixing length parameters oy = 0.5 and
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1.5 bend strongly to the right. As an example, the ag5 200 M model has a ZAMS
effective temperature below 40 kK, while the a5 200 My model is over 50 kK. If
we expect the high mass TACOB stars to be inflated at the ZAMS, then the gap
between the ZAMS line and the hottest IACOB stars becomes smaller.

8.2 Comparison with previous work

8.2.1 The VLT-FLAMES Survey

The other major spectroscopic study of massive stars is the VLT-FLAMES Tarantula
Survey (VFTS), which investigated the physical properties and multiplicity of over
800 OB stars in the Tarantula nebula in the Large Magellanic Cloud (LMC). The
survey selected targets on the basis of magnitude, with no color cuts, and then
by ability to position the spectrograph fibers, in an attempt to avoid significant
selection bias (Evans et al., 2011). So far, Dufton et al. (2013, 2019) and Ramirez-
Agudelo et al. (2013, 2017) have analyzed the rotational velocities of single stars
in the VFTS sample. Thus far, VFTS studies have focused mainly on measuring
projected rotational velocities, constraining the binary fraction, and investigating
rotational mixing. The evolution of the rotation rate across the MS is less investigated.
Therefore, we will focus on Ramirez-Agudelo et al. (2013) and Dufton et al. (2013)
as comparisons for this thesis, as these two studies focused specifically on rotation
rates, even if they do not look at spindown.

Ramirez-Agudelo et al. (2013) constructed the distribution of projected rotational
velocity for the 216 likely single O-type stars in the Tarantula nebula. Similar to our
IACOB sample, they found a clear peak at ~80kms~! and a high velocity tail that
extended out to ~600kms~!. Figure 8.1 shows the distribution. As ~80 % of their
sample consisted of stars with masses below ~40 Mg, they conclude that their low
velocity peak cannot be explained by stellar wind induced spindown, as these stars’
mass loss rates are too low for significant MS spindown. Instead, they suggest that
the slow rotators could be explained by magnetic braking. They point out that the
existence of a high velocity tail is predicted by de Mink et al. (2013), which studied
the influence of binary evolution on the projected rotation rates of massive stars.

Dufton et al. (2013) put together the projected rotational velocity distribution for
237 single early B-type stars and late O-type stars in the Tarantula nebula. They
found a strong bimodal distribution, as seen in Figure 8.2. The IACOB data also
appears to be bimodal, but the faster peak in the TACOB distribution is much weaker.
While approximately 25 % of the Dufton et al. (2013) sample has vsini < 80kms™,
the slow peak in the distribution is slower than 80kms~!. They were not able to
conclusively determine the source of the bimodality, but agreed with Ramirez-Agudelo
et al. (2013) that the low velocity peak could be due to magnetic braking and the
high velocity tail could be due to binary interactions.
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Figure 8.1: The distribution of projected rotational velocity for 216 likely single O2- to
09.7-type stars in the Tarantula nebula. Figure reproduced from Ramirez-Agudelo et al.
(2013).

The distribution of projected rotational velocity for the TACOB stars has the
~80kms~! peak seen in the Ramirez-Agudelo et al. (2013) study and the bimodal
distribution seen in Dufton et al. (2013). There is currently no conclusive evidence
for the source of either of these features, but it is likely that magnetic braking and
binary interaction play a role. Thus far, our single star populations are unable to
replicate the rapidly rotating tail seen in the ITACOB projected rotational velocity
distribution and adding a binary fraction, as in de Mink et al. (2013), is a promising
avenue for solving this problem.

8.2.2 Previous inflation studies

Inflation has not been heavily investigated so far, and there are no observational
studies focused on testing envelope inflation. Gréfener (2021) also compared the
number distributions of effective temperature for inflated models against observations,
although for VFTS stars. The results supported the existence of inflated envelopes
on the MS for sufficiently massive stars, which can make luminous OB-type stars on

67



CHAPTER 8. DISCUSSION

SIOATE

40

30

20

10

Number
TTTTTTTTT ‘ TTTTTTTTT ‘ TTTTTTTTT ‘ TTTTTTTTT ‘ TT TTTTTT
| | ‘ I ‘ I I ‘ I e A ‘ I I

O\wwwwww\w

100 200 300 400 500
Projected rotational velocity (km/s)

o

Figure 8.2: The distribution of projected rotational velocity for 274 likely single B3- to
09.5-type stars in the Tarantula nebula. Figure adapted from Dufton et al. (2013).

the MS appear as B-type supergiants.

Sanyal et al. (2015, 2017) determined that envelope inflation has a metallicity
dependence, and it is easier for models to reach the Eddington limit at higher
metallicities. Galactic metallicity models can inflate with initial masses as low as
30 M, while Population III models (metal-free and hot), require an initial mass of
150 M, for the same effect. Our Galactic metallicity models showed similar behavior,
with inflation effects appearing between the 20 M and 26 My ag5 models. They
also found that higher metallicity models have less mass contained in the inflated
envelope and theorized that models with envelope masses above ~1 Mg could be be
progenitors of violently erupting LBVs.

Both Grassitelli et al. (2016) and Gréfener et al. (2012) studied envelopes of post-
MS WRs and luminous blue variable stars (LBVs). Grassitelli et al. (2016) found
pulsational instabilities in the inflated envelopes of models corresponding to hydrogen-
free WRs between ~9 Mg, to ~14 Mg, which caused a corresponding increase in mass
loss. Above 14 Mg, however, strong mass loss stabilized the models’ inflated envelopes.
Gréfener et al. (2012) found that envelope inflation could explain why LBVs in the
LMC have been observed to vary their effective temperatures between ~30kK to
~8 kK over a time period of years to decades, and why the observed radii of WRs
are nearly an order of magnitude greater than models suggest.
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The scope of this thesis does not include post-MS evolution or mass loss rates in
inflated stars, but Gréfener et al. (2012), Grassitelli et al. (2016), and Sanyal et al.
(2017) indicate that this is an interesting avenue for future study.

8.3 Uncertainties

8.3.1 Observed sample

The observation bias in the TACOB sample is by far the most consequential uncertainty
in this study. The sample is missing a number of stars, the addition of which
will naturally affect our distributions of projected rotational velocity and effective
temperature. In addition, the fact that the sample is magnitude limited, with
B < 9mag, means that it is biased towards B-type supergiants, as they are brighter
than O-type supergiants at low effective temperatures.

The TACOB project finds the subsample of O-type stars to be complete with respect
to all known Galactic O-type stars in the Northern Hemisphere with B < 9mag
(Simén-Diaz, 2022a), using the Galactic O-star Catalog (Maiz Apellaniz et al., 2013)
to evaluate completeness. Including Southern Hemisphere O-type stars, the O-type
subsample is ~90 % complete (Holgado, 2019). The subsample of B-type supergiants
with B < 9mag is ~95 % for Northern Hemisphere stars and ~70 % complete for
Southern Hemisphere stars (Simén-Diaz, 2022a).

Observations have been failing to find massive O-type stars near the ZAMS for
decades now, and the TACOB project is no exception. Holgado et al. (2020) estimates
that these missing stars are ~O4 to ~06.5 type, but have so far been unable to find
them within the current magnitude limit. They propose several reasons for this. It is
possible that the method they use to calculate the surface gravity may be producing
estimates below the actual value, thereby artificially increasing the spectroscopic
luminosity. However, the lack of massive Galactic O-type stars near the ZAMS has
been reported in the literature since Garmany et al. (1982), making this possibility
unlikely. The stars could be dimmer than previously thought, due to extinction from
the dense and optically thick material that can surround baby stars while they evolve
off the ZAMS. This explanation would require evidence of a correlation between high
extinction and newborn stars.

Adding these missing stars to the IACOB database, if they do exist, will have far-
reaching consequences. These massive O-type stars would be located in the first
quarter of the MS for our 50 My to 100 M, bin, which would allow us to study how
the distribution of projected rotational velocity changes across the whole MS, rather
than just the second half. The TACOB distributions of effective temperature would
also change, as Figure 4.1 shows that the missing stars would have T, = 40kK.
Including these stars would increase the mean effective temperature, shifting the
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distributions to higher temperatures.

If there truly are no massive O-type stars near the theoretical ZAMS line, then
perhaps the theoretical ZAMS line needs to be adjusted. Newly born stars accrete
material from their parental cloud until the cloud is exhausted or dissolves, at which
point they become visible in the optical spectrum. If the accretion rate is slow enough,
these stars can ignite their hydrogen cores while still surrounded by an optically
thick cloud. This would move the ZAMS line to cooler temperatures. Holgado et al.
(2020) suggests that this is the most likely explanation and a promising avenue for
future study, although a lack of data prevents them from reaching firm conclusions.

The BO- to B9-type supergiants are included in the fourth quarter of the MS for
our 50 My to 100 My bin and have effective temperatures under ~30kK. B-type
supergiants are thought to rotate slowly (Hunter et al., 2008), so the addition of
missing stars will shift the relevant distributions of projected rotational velocity
to slower rotation rates. In addition, the v sini measurements for the existing B-
type supergiants in the sample need to be further iterated (Simoén-Diaz, 2022a),
which could also change the distribution. As seen in Figure 6.8, the current IACOB
distribution of projected rotational velocity in the fourth quarter of the MS has a
much lower proportion of slow rotators than seen in the simulated star distribution.
The discrepancy between the two distributions could be resolved with the addition
of the missing B-type supergiants. In terms of our inflation study, ~30kK is in the
center of our effective temperature range and more than half of the stars in the
IACOB sample have an effective temperature below 30 kK. More B-type supergiants
will shift the distributions to cooler effective temperatures.

The BO- to Bl.5-type dwarfs are only from the Northern Hemisphere, and the
subsample is biased towards slow rotators, vsini < 80kms™!, and stars with B <
6 mag. In terms of spindown, these stars comprise the majority of our 9 M, to 30 M
bin. Increasing the number of rapid rotators will shift the distribution towards higher
velocities, which would explain why the simulated stars predict a lower proportion
of slow rotators than observed. It is also possible that the bias in this subsample
could be responsible for the bimodality we assumed in the distribution of projected
rotational velocity. If this is true, then further observations could smooth out the
second peak at ~180kms~!. These stars have a maximum spectroscopic luminosity
of ~1037L, so they are not included in our effective temperature distributions.

The observables used in this thesis also have their own uncertainties, separate
from the observational bias. The uncertainties are assumed to be within a lo
confidence interval. The effective temperature measurement has an uncertainty of
+5% and the spectroscopic luminosity measurement has an uncertainty of £0.15
dex. Projected rotational velocity measurements of 200kms~—! and below have an
uncertainty of £10kms~! and measurements above have an uncertainty of £5%
(Simoén-Diaz, 2022b). Due to the effects of microturbulence, projected rotational
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velocity measurements below ~40kms™! are only an upper limit (Sim6n-Diaz and
Herrero, 2014).

8.3.2 Uncertainties in modeling

The most obvious uncertainty in our evolutionary models is the application of
angular momentum corrections to the Brott grid. As mentioned before, modifying
the stellar code and recalculating the Brott grid would be the most correct approach,
as angular momentum loss is a complex process that can interact with many different
parameters. As an example, the surface abundances of our models are not altered by
the corrections, even though we know that rotational mixing and angular momentum
transport both play a part in bringing material to the stellar surface. However, the
corrections to the angular momentum loss rate are relatively small, on the order of
~10% to ~30 %, and they do not affect the models’ evolutionary pathway. Therefore,
a full recalculation of the grid was not required for the purposes of this thesis.

Another important uncertainty is the mass loss treatment, as mass loss rates have a
strong influence on spindown. Our models use the stellar wind mass loss prescriptions
of Hamann et al. (1995), Nieuwenhuijzen and de Jager (1990), and Vink et al. (2000,
2001), using linear interpolation for smooth transitions. These prescriptions use
the optically thin micro-clumping approach, which assumes that the wind mass is
contained in small clumps on the stellar surface and the wind between the clumps
has no mass. This obviously an unphysical approximation, and Hawcroft et al. (2021)
showed that the micro-clumping approach used in Vink et al. (2000) overestimates
the mass loss rate by a factor of ~3.6 for a sample of 8 early-type O supergiants. The
mass loss rates for stars near the Eddington limit, however, may be underestimated.
Vink (2021) found a sharp increase in the slope of the mass loss rate vs. Eddington
limit relation, jumping from M o I'? for stars with T < 0.7 to M o T® for higher T.
Our models do not take the findings of Hawcroft et al. (2021) or Vink et al. (2011)
into account, so non-inflated models may be spinning down too much, while inflated
models may not be spinning down enough.

The overshooting parameter for the models was calibrated against stars in the LMC,
using data from VLT-FLAMES survey (Evans et al., 2005). This is a lower metallicity
environment than the Milky Way, so the calibration might have resulted in a too-low
overshooting parameter, due to a possible metallicity dependence (Cordier et al.,
2002). A greater overshooting parameter means more material is mixed into the
stellar core, causing a longer MS lifetime and cooler TAMS point. However, Brott
et al. (2011) tested their assumption that the overshooting parameter does not depend
on metallicity by comparing their models to the VLT-FLAMES Galactic sample and
found that any change was within the measurement uncertainty.

The initial distribution functions in Hoku are another source of uncertainty. Our flat
IMF overestimates the number of high mass simulated stars, which means that we
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cannot compare number distributions across broad luminosity ranges. Our simulated
star populations cover a broad mass range from 3 Mg to 200 M, and using a Salpeter
IMF (Salpeter, 1955) would have required a population of millions, which is not
computationally feasible. We chose a flat IMF in order to generate enough high mass
stars for meaningful statistics. While this means that our populations are biased
towards massive stars, the existing bias in the JACOB sample means that the impact
is minimal.

We chose a ZAMS velocity of 200km s~ for the simulated stars in the Brott single
vzams population. As the IACOB stars are not from a single cluster, instead located
all over the Northern and Southern Hemispheres, a single vzangs velocity was only ever
intended as a simple approximation. The Brott distribution vzams population used
the initial velocity PDF discussed in Section 3.2.1, which we fit to the distribution of
current IACOB projected rotational velocities. We assumed a bimodal distribution
in the fitting process, and we have already discussed the possibility that this feature
is due to observational bias rather than a true increase in the number of stars with
vsini ~ 180kms~!. Lastly, fitting our PDF to the IACOB distribution of current
velocities means that it is not surprising that the resulting simulated star velocity
distributions resemble the said TACOB distribution. However, as we do not have
estimates of intrinsic or initial velocity for the IACOB stars, any choice of initial
velocity PDF will be inherently speculative.

The incomplete portions of the TACOB sample are very obvious in our inflation
analysis, and we can clearly see where the sample is missing stars. We attempted to
correct for the observational bias by calculating a bias factor that we then applied to
the simulated star distributions of effective temperature. We describe the bias factor
calculation in Section 3.3. It goes without saying that results using this technique
are preliminary and require further iteration with a larger observational sample.
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Chapter 9

Conclusions

9.1 This thesis

We use grids of single star evolutionary models, population synthesis, and observations
to study spindown and envelope inflation in Galactic massive main sequence stars.
We use the Brott et al. (2011) grids to study spindown and calculate our own models
using MESA to study inflation. We also develop the stellar population synthesis code
Hoku to interpolate large populations of single stars, which we then use to compare
distributions of rotation rate and effective temperature with a sample of stars from
the TACOB project.

The implementation of angular momentum loss in the Brott grid is unphysical, so we
first discuss the proper treatment and apply it to the Brott grid, recalculating the
rate of angular momentum loss, total angular momentum, surface specific angular
momentum, and rotation rate in the process. As expected, the corrections have a
negligible effect on low mass models, because their rates of angular momentum loss
are already small. However, the corrections make an increasingly large difference for
models above 30 M. We find that corrected models above 30 M, spin down more
completely and at a more consistent rate. We also find that while that uncorrected
models gain surface specific angular momentum throughout the main sequence, even
for the 100 M model, the corrected models do not show surface specific angular
momentum gain past an initial mass of 40 M.

We find that our simulated star populations are unable to replicate the projected
rotational velocity distribution of the IACOB sample, which is characterized by a
bimodal shape and tail of rapidly rotating stars that extends out to ~450kms~!.
While the location of the simulated stars’ velocity distribution peak moves to lower
velocities as initial mass increases, the IACOB stars have fewer slow rotators at
high masses. In addition, the high mass IACOB stars do not show a strong braking
mechanism in the second half of the MS, which contradicts the strong spindown seen

in the simulated stars. This is perhaps due to MS binary interaction.

The IACOB stars in our sample show projected rotation rates above 300 kms™!, even

in the fourth quarter of the MS. This implies that the neutron star or black hole
formed post-supernova will be rapidly rotating, due to the large amount of angular
momentum left in the core during core-collapse.
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In order to understand the effect of inflation on stellar evolution, we calculate new
evolutionary models, varying the efficiency of convective energy transport. We find,
in agreement with previous work, that inflation lowers a star’s effective temperature,
moving the ZAMS and TAMS lines redward. The point at which inflation takes
effect has a dependence on mass, as a 26 My model is inflated at the TAMS, while
a 72Mg model can already be inflated at the ZAMS, given sufficiently inefficient
convective energy transport.

We use distributions of effective temperature at fixed spectroscopic luminosity ranges
to investigate inflation in the IACOB sample and calculate a crude bias factor in an
attempt to compensate for observational bias. We find that the IACOB stars show
evidence of inflation at high masses, although these results are preliminary.

9.2 Outlook

Continuing the work begun in this thesis requires a better understanding of the
[ACOB biases, as well as a more complete sample with more observables. The IACOB
project is currently working on further iterating the observables used in this thesis, as
well as estimating bolometric luminosity and surface abundances. They are further
expanding the database with a new survey starting in fall of 2022, which will use the
WHT Enhanced Area Velocity Explorer (WEAVE) instrument, a new multi-object
survey spectrograph for the William Herschel Telescope at the Observatorio del
Roque de los Muchachos, on La Palma in the Canary Islands (Dalton, 2016). Using
WEAVE will allow the IACOB project to observe much dimmer stars, going from
their current magnitude limit of B < 9mag up to B < 16 mag, increasing the size of
the database from ~1000 OB stars to over 5000.

As previously discussed, inflation has wide-ranging consequences for stellar evolution.
A star’s position in the HR diagram and its rotational velocity can both be affected
by envelope inflation. For example, two stars with the same effective temperature,
one inflated and one not, could have very different spindown histories. This is an
interesting avenue for future study. In addition, it is possible that the stellar wind
mass loss recipes used in our evolutionary models may be underestimating the impact
of clumping. Implementing mass loss recipes that update the treatment of clumping
would increase the reliability of our spindown analysis.

Hoku provides a solid foundation for future analysis of stars from the IACOB project
and the work done in this thesis is only the beginning of what will be possible. Further
investigation of spindown, studying the impact of inflation, examining the effect of
updated mass loss recipes, adding a binary fraction to our population synthesis, and
using surface abundances as a probe of rotational mixing are just some of the areas of
potential study we can explore using the power of Hoku combined with the IJACOB
project database.
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Isochrones
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Figure A.1l: Isochrones at log(7./yr) = 5.5 to 7.5 (0.32Myr to 32Myr), spaced 0.01

in logspace. Hoku interpolated the isochrones in mass from 3 Mg to 100 Mg using the
non-rotating Brott grid evolutionary tracks, which are plotted as gray dotted lines.
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