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Super-cluster R136: a magnificent gallery of massive stars

• Speeding massive stars (e.g. 30 Dor 016)

• “Slow runaway”s / isolated massive star formation? (e.g. VFTS 682)

� 300M�

30 Doradus (Tarantula Nebula) and R136 cluster in the LMC. Image credit: ESO

Puzzle outside:

Puzzle inside:

• “Monster star”s: most massive star discovered so far! (M               )

• R136 in virial equilibrium. No gas expulsion?



Runaway massive stars from R136



Puzzle outside: “slow runaway” star VFTS 682

VFTS 682 estimates 

Present day mass:              

Projected distance:           

3D velocity: 

(Bestenlehner et al. 2011)

150M�

30 pc

40 km S�1

No bow-shock detected

Image Credit:  ESO/VISTA Magellanic Cloud survey



Another runaway: 30 Dor 016 

Estimates: PD mass          ;  projected distance           ;  
velocity (3D)                     (Evans et al. 2010, ApJ, 715, L74)

90M� 120 pc
150 km S�1



“Super-elastic” encounter

The most likely result of a 
binary---single-star close 
encounter: hard binary 
hardens (Heggie’s law)

Both intruder star & binary 
get recoiled with larger 
total K.E.

Image not to scale

Hard binary      energy source� Launches runaway stars



Runaway OB stars

• Fast-moving Galactic-field OB 
stars that apparently are 
unrelated to any stellar 
assembly

• Majority of them (with known 
proper motions) can be 
traced back to a parent star 
cluster (e.g. Schilbach & 
Röser, 2008)

• Also detectable by imaging 
their ‘bow-
shocks’ (Gvaramadze et al. 
2010, 2011)

V. V. Gvaramadze et al.: Bow shocks around young star clusters. II.
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Fig. 3. Left: MSX 21.3 µm image of bow shock 2. Right: DSS-II (red
band) image of the same field. The position of the bow-shock-producing
star (star 2) is marked by a circle.
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Fig. 4. Left: MSX 21.3 µm image of bow shock 3. Right: DSS-II (red
band) image of the same field. The position of the bow-shock-producing
star (star 3 or HD 319881) is marked by a circle.
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Fig. 5. Left: MSX 8.3 µm image of bow shock 4. Right: DSS-II (red
band) image of the same field. The position of the bow-shock-producing
star (star 4) is marked by a circle.

with MSX and Spitzer are clearly visible in the WISE data as
well. In Fig. 10 we present images of bow shock 4 (not covered
by the MIPSGAL survey) at all four WISE wavelenghts, show-
ing its curious fine structure (most prominent at 12 and 22 µm).
The possible origin of the gap in the leading edge of bow shock 4
and the cirrus-like filaments around it are discussed in Sect. 6.

A by-product of our search for bow shocks using the Spitzer
data is the discovery of a compact arcuate nebula attached to
one of the candidate OB stars revealed with Chandra (namely,
star 9 from Table 7 of Wang et al. 2007). The MIPS 24µm im-
age of this nebula is saturated, so that we give in Fig. 11 the
Spitzer 8, 4.5 and 3.6 µm images obtained with the Infrared
Array Camera (IRAC; Fazio et al. 2004) within the Galactic
Legacy Infrared Mid-Plane Survey Extraordinaire (GLIMPSE;
Benjamin et al. 2003). The orientation and the small angular
size of the nebula (embedded in the more extended region of in-
frared emission known as IRAS 17207−3404; marked in Fig. 1

2 arcmin

N

E

Fig. 6. Left: MSX 21.3 µm image of bow shock 5. Right: DSS-II (red
band) image of the same field. The position of the bow-shock-producing
star (star 5 or [N78] 34) is marked by a circle.
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Fig. 7. From left to right, and from top to bottom: MIPS 24 µm images
of bow shocks 1, 2, 3, and 5. The positions of the associated stars are
marked by circles. The orientation and the scale of the images are the
same.
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Fig. 8. Left: MIPS 24 µm image of bow shock 6. Right: DSS-II (red
band) image of the same field. The position of the bow-shock-producing
star (star 6) is marked by a circle.

by a square) are consistent with the interpretation of the neb-
ula as a bow shock generated by a massive star ejected from
Pismis 24 and moving through the dense background molecular
cloud. Correspondingly, the extended IRAS source can be in-
terpreted as an H  region created by the ionizing emission of
the star (cf. Paper I; Gvaramadze et al. 2011b). Alternatively, the
nebula could be a circumstellar (toroidal) shell, similar to those
observed around some evolved massive stars (see, e.g., Fig. 4 in

A29, page 5 of 13

Runaway OB stars are widely believed to be former members of star 
clusters that received high ejection velocities in dynamical encounters

From Gvaramadze et al., 2011, A&A, 535, A29



Puzzle outside: “slow runaway” star VFTS 682

VFTS 682 estimates 

Present day mass:              

Projected distance:           

3D velocity: 

(Bestenlehner et al. 2011)

150M�

30 pc

40 km S�1

No bow-shock detected

VFTS 682: “Slow runaway” from R136 
or

massive star formed alone?

Image Credit:  ESO/VISTA Magellanic Cloud survey



Modeling R136’s evolution using direct N-body integration

• Initially Plummer cluster of                          (upper mass limit of R136)

• Initial half-mass radius                    pc (core radius               pc observed 
upper limit; Mackey & Gilmore 2003)

• Canonical IMF over                                  and metallicity appropriate for 
LMC (                 )

• Primordial binary distribution truncated at                  

• Synthetic stellar & binary evolution by Hurley et al. (2000, 2002)

• Complete primordial mass segregation

• Star by star N-body integration (4 models) using state-of-the-art 
“NBODY6” integrator aided by GPU hardware acceleration (Nitadori & 
Aarseth 2012)

Mcl(0) � 105M�

rh(0) � 0.8 rc � 0.3

0.08M� < ms < 150M�
Z = 0.5Z�

ms = 5M�



Model R136: primordial binaries constrained by observations

•                  all initially in binaries, rest initially single. Truncation for 
computational ease; direct integration of                         system with 
100% primordial binaries computationally prohibitive (regularized binary 
orbits not yet parallelized or accelerated)

• For                     primary, uniform period distribution over                                  

• For                   , Kroupa (1995) birth period distribution (without pre-
main-sequence evolution) over 

• Ordered pairing,  thermal eccentricity distribution               

• All binaries completely mass-segregated initially

• As such biggest direct N-body simulations so far with realistic (and messy) 
initial conditions (tight, massive, segregated primordial binaries)!!

ms > 5M�

N � 1.7� 105

ms > 20M�

0.5 < log10 P ( day) < 4 (Sana & Evans 2011)

ms < 20M�

Binary energy dist.
1.0 < log10 P < 8.43



R136 model computation

0.08M� � ms � 1.0M�

5.0M� < ms � 17.5M�

1.0M� < ms � 5.0M�

17.5M� < ms � 50.0M�

50.0M� < ms � 100.0M�

100.0M� < ms

Movie credit: Seungkyung Oh Mass dep.
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Figure 2. Snapshots of runaway stars (a single filled circle) with M > 3 M!
at t = 1 Myr (top) and 3 Myr (bottom) evolutionary times as obtained from
our computations. The snapshots from the four computations are superimposed
in each panel. The stars are color-coded according to their masses at age t,
the values in the color code (color bar on the right-hand side) being in M!.
The direction of the arrow that originates from each star gives its direction
of motion in the plane of the snapshot while its length is proportional to the
three-dimensional velocity of the star, the scale being shown at the upper left
corner of each panel. It can be seen that there are a significant number of fast
runaway VMSs by t = 3 Myr with three-dimensional velocities reaching up to
≈300 km s−1 and a few fast VMSs are already present at t = 1 Myr (also see
Figure 3). See the text for details.
(A color version of this figure is available in the online journal.)

runaways (see Section 3.1). In other words, the possibility of the
presence of runaway VMSs naturally leads to the formation of
VMSs (bound or ejected), in the course of the evolution of the
cluster, with masses significantly exceeding the canonical upper
limit, even though the cluster’s IMF is intrinsically canonical.
Therefore, the observed super-canonical VMSs in R136, with
inferred individual initial masses up to ≈320 M!, do not nec-
essarily imply an IMF with an upper-limit greatly exceeding
the canonical limit as argued by Crowther et al. (2010): the
ms > 150 M! single-star members can as well be accounted
for as recent massive binary merger products.

Each of our computed models yields a few of such super-
canonical single-star members. Because of their substantial
gravitational focusing (Spitzer 1987), they are involved in very
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Figure 3. Three-dimensional velocity V vs. the mass M of all the runaway
single stars (filled symbols) at t = 1 Myr (top) and 3 Myr (bottom) as obtained
from our calculations. Different symbols represent the outcomes from different
computations. The thick black line in the bottom panel is the median of the scatter
along the V axis and the thin black lines are the corresponding first and the third
quartiles. In computing these percentiles, the data points are divided into 15
equal bins in the logarithmic scale over the range 0.05 M! < M < 300 M!. At
the massive end, the scatter lies within the quartile range of about 40–60 km s−1

(bottom panel) in striking similarity with the inferred true velocity of VFTS 682.
The lower boundary to the majority of the data points can be well represented by
the power-law V ∝ M1/2, which are the slim pink and the green line segments
(bottom panel). The percentiles and the lower boundaries are constructed only
for the bottom panel (t = 3 Myr) as the data in the top panel (t = 1 Myr) are
much sparser. See the text for further details.
(A color version of this figure is available in the online journal.)

frequent close encounters with other massive binaries, thereby
being vulnerable to being ejected from the cluster. Three of our
four computed clusters have produced super-canonical single-
star runaways with M > 150 M! and the most massive merger
product has been ejected from two of the models.

3.1. VFTS 682: A Very Likely Runaway from R136

To have an understanding of the spectrum of velocities with
which the stars run away, we plot their three-dimensional
velocities V as a function of their instantaneous masses M at
t = 1 Myr and 3 Myr as shown in Figure 3. The data points
from all the computations have been compiled in this figure,
which are distinguished by the different symbols. We note two
trends in this plot, viz., (1) there is a lower boundary of the
scatter in V that increases moderately with M; and (2) the upper
boundary of this scatter is independent of M. These trends are
vividly apparent from the plot at t = 3 Myr (Figure 3, lower

4

Ejected stars of all masses 
vs. their 3D velocity (from 
all 4 simulations):

(a) lower boundary of 
scatter in V increases 
moderately with M;

(b) upper boundary is 
nearly independent of M

(c) mean 
quartiles
for largest M; “slow 
runaway”!

Note: largest recorded 

V �M1/2

V �� 50 km S�1

40� 60 km S�1

V � 300 km S�1
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Table 1
A List of Runaway Single Stars with Properties Fairly Close to Those of VFTS 682, as Obtained from Our Computations

Model Number Time t Mass M Distance R Velocity V
(Myr) ( M!) (pc) (km s−1)

1 2.8 256.4 31.9 27.5
3.2 135.9 26.6 34.8

2 2.6 126.4 27.7 45.7
2.6 125.9 29.9 49.4

3 2.6 106.9 45.7 27.3

4 1.9 169.1 29.3 29.0
1.9 116.9 35.2 32.8

VFTS 682 <3.0 ≈150.0 ≈30.0 ≈40.0

Notes. The columns are as follows. Column 1: model number; Column 2: evolutionary time t at which the runaway is
detected; Column 3: mass M of the runaway at t; Column 4: its distance R from the cluster’s center of density; and Column
5: its three-dimensional velocity V. M, R, and V of these runaway stars agree fairly with those estimated observationally for
VFTS 682 (last line; Bestenlehner et al. 2011).

panel) where there is a significantly larger number of runaways.
No well-defined boundaries can, of course, be drawn in this plot
and the above-mentioned boundaries are meant to indicate net
trends.

To understand these trends, we first note that an ejected single
star of mass M and velocity V can appear in two main ways, viz.,
(1) it is ejected due to a kinetic energy (KE) boost in a close,
super-elastic encounter (Heggie 1975) with a hard binary where
no exchange of members has occurred (a flyby encounter) and
(2) it is ejected from a hard binary being replaced by a more
massive star (an exchange encounter). In both cases, the KE
of ejection is of the order of the binary’s binding energy, on
average. The trend of the lower boundary can be understood by
noting that a single star is likely to experience a flyby in a strong
encounter with a hard binary (most of them have nearly equal
mass components in our model) only if the binary components
are more massive than the intruder, since otherwise the latter
is likely to get trapped in the binary by exchanging with one
of its (lighter) members. In other words, to recoil a mass M
in a flyby encounter, one needs a binary with components of
mass ms ! M . Similarly, a star of mass M can preferentially be
ejected from a binary only by being replaced by an intruder of
mass ms ! M . Since the ejected star, in both cases, will typically
have a KE of the order of the binary’s binding energy (Heggie
1975; Heggie et al. 1996), we have MV 2 ∼ m2

s /a, where a is the
binary’s semimajor axis. Hence, the condition ms ! M implies
V 2 ! M/a; the smallest possible ejection velocity increases
with M, for a given a. Hence, the widest (hard) binaries in our
model give rise to the lower boundary of the scatter in Figure 3
(lower panel). Indeed, the eye-estimated lower limit of the data
for the lower mass ejecta can be represented well by a curve
V ∝ M1/2 shown by the pink line segment in Figure 3 (lower
panel). This is also true for the massive end; their lower boundary
can be represented by another curve (the green line segment)
but with the same proportionality. The discontinuity is expected
due to that in the binary period distribution (cf., Section 2.1;
Figure 1).

On the other hand, the upper boundary of the plot is formed
by the ejecta generated by binaries having the highest binding
energies. Figure 1 shows that the hardest binaries are also
the most massive ones, as a result of our chosen primordial
binary distribution (see Section 2.1). They can therefore eject
stars over the entire mass range with KE of the order of their
binding energy forming the upper boundary that is independent

of M. Note that as an order-of-magnitude estimate, the highest
binding energies are ∼106–107 M! pc2 Myr−2 which yield V ∼
102.5–103 km s−2. This indeed agrees with the highest Vs in
Figure 3 in terms of order of magnitude.

In Figure 3 (lower panel) it can be seen that the median of the
ejection velocities (thick black line) tend toward V ≈ 50 km s−1

for the most massive runaways and the corresponding quartiles
(thin black lines) span between about 40–60 km s−1. Taking
into account the outliers with V smaller than the first quartile in
the massive end of the M–V plot, these ejection velocities are
similar to the inferred true velocity of VFTS 682 (Bestenlehner
et al. 2011). This result, therefore, already strongly indicates that
VFTS 682 is a typical runaway VMS from R136. The highest V
reached in our computations, however, exceeds 300 km s−1 as
can be read from Figure 3.

We further inspect that all of our computations eject VMSs
with kinematic properties agreeing fairly with those of VFTS
682, viz., V ≈ 40 km s−1, R ≈ 30 pc, and M ≈ 150 M!.
Such instances are shown in Table 1. These results dictate that
the VFTS 682 is an expected, very likely runaway VMS from
R136.

As additional information to the reader and for convenience
of comparison with observations, we provide the data corre-
sponding to Figure 3 in the form of an online table (Table 2). In
addition to the three-dimensional velocities and the (instanta-
neous) masses of all the runaways from all of our computations,
we also provide the corresponding line of sight and tangential
velocities and projected positions. For the aid of the reader in
performing further analyses, we also provide the corresponding
components of the positions and the velocities in an additional
online table (Table 3).

3.2. Another Runaway: 30 Dor 016

Another notable VMS in the 30 Doradus is 30 Dor 016, which
is also thought to be a runaway from the central R136 cluster
(Evans et al. 2010). This star, located at ≈120 pc projected
distance from R136, has a radial velocity of ≈85 km s−1 and
its mass is inferred to be ≈90 M! (see Evans et al. 2010 and
references therein). The possibility of 30 Dor 016 having a
close companion being quite unlikely as these authors conclude
based on VFTS multi-epoch spectroscopy, it is very likely a
runaway from R136. Given that this VMS is about 1 Myr old
(Evans et al. 2010), its projected distance implies a minimum of

5

Runaway single stars from computed models matching well with VFTS 682

VFTS 682-like “slow runaway” VMS is common from R136-
like cluster        isolated  formation scenario unnecessary ! �

Banerjee, S., Kroupa, P. & Oh, S. 2012, ApJ, 746, 15



“Super-canonical” stars in R136



Observation of “super-canonical” stars in R136Very massive stars in R136 and NGC 3603 3

Figure 1. VLT MAD Ks-band 12 × 12 arcsec (3 × 3 parsec for the LMC
distance of 49 kpc) image of R136 (Campbell et al. (2010) together with a
view of the central 4 × 4 arcsec (1 × 1 parsec) in which the very massive
WN5h stars discussed in this letter are labelled (component b is a lower
mass WN9h star). Relative photometry agrees closely with integral field
SINFONI observations (Schnurr et al. 2009).

(Schnurr et al. 2008a, 2009) and consistency with studies of other
young, high mass clusters (e.g. Arches, Martins et al. 2008).

2.1 NGC 3603

Our spectroscopic analysis of the three WN6h systems within NGC
3603 is based upon archival HST/FOS spectroscopy from Dris-
sen et al. (1995) plus integral field VLT/SINFONI near-IR spec-
troscopy from Schnurr et al. (2008a) – see Table 1 for the log of
observations. The spectral resolution of the SINFONI datasets is
R∼3000, with adaptive optics (AO) used to observe A1, B and C,
versus R∼1300 for FOS for which a circular aperture of diameter
0.26 arcsec was used.

Differential photometry from VLT/SINFONI integral field
observations (Schnurr et al 2008a), were tied to unpublished
VLT/ISAAC Ks-band acquisition images from 16 Jun 2002 (ESO
Programme 69.D-0284(A), P.I. Crowther) using the relatively iso-
lated star NGC 3603 C. The VLT/ISAAC frames are calibrated
against 2MASS photometry (Skrutskie et al. 2006) using 6 stars
in common (±0.05 mag). These are presented in Table 2 together
with absolute magnitudes resulting from a distance of 7.6±0.35
kpc (distance modulus 14.4±0.1 mag) plus an extinction law from
Melena et al. (2008) using

AV = 1.1RMW
V + (0.29 − 0.35)RNGC3603

V

where RMW
V = 3.1 for the Milky Way foreground component and

RNGC3603
V = 4.3 for the internal NGC 3603 component. We obtain
AKs

= 0.12 AV ∼ 0.56 – 0.59 mag from spectral energy distribu-
tion fits, which are consistent with recent determinations of E(B-V)
= 1.39 mag from Melena et al. (2008). In their analysis, Crowther
& Dessart (1998) used a lower overall extinction of E(B-V) = 1.23
mag, albeit a higher distance of 10 kpc (distance modulus of 15.0
mag) to NGC 3603.

2.2 R136

Our UV/optical/infrared spectroscopic analysis of all four
hydrogen-rich WN5h Wolf-Rayet (WR) stars in R136 (Crowther
& Dessart 1998) is also based upon archival HST and VLT spec-
troscopy – see Table 1 for the log of observations.

Goddard High Resolution Spectrograph (GHRS) ultraviolet
observations of R136a stars have been described by de Koter et
al. (1997), achieving a spectral resolution of R∼2000–3000 using
the SSA aperture of 0.22×0.22 arcsec. This prevented individual
UV spectroscopy for R136a1 and a2 which are separated by ∼0.1
arcsec. For context, 0.1 arcsec subtends 5000 AU at the distance
of the LMC. R136a2 UV spectroscopy was attempted by S. Heap
(Programme 5297), but was assessed to be unreliable by de Koter
et al. (1997) and so is also excluded here. Note also that R136c has
not been observed with GHRS. Visual Faint Object Spectroscopy
(FOS) datasets, with a circular aperture of diameter 0.26 arcsec
achieved R∼1300, although R136a1 and R136a2 once again suffer
significant contamination from one another. It is solely at near-IR
wavelengths (SINFONI) that R136a1 and a2 are spectrally sepa-
rated, for which R136b served as an AO reference star (Schnurr
et al. 2009). The spectral resolution of the SINFONI datasets is
R∼3000.

We employ high spatial resolution Ks-band photome-
try of R136. Differential Ks photometry from AO assisted
VLT/SINFONI integral field datasets are tied to identical spa-
tial resolution wider field VLT Multi-Conjugate Adaptive Optics
Demonstrator (MAD) imaging (Campbell et al. 2010) using the rel-
atively isolated star R136b (WN9h). Three overlapping Fields were
observed with VLT/MAD, for which Field 1 provided the highest
quality in R136 (FWHM ∼ 0.1 arcsec), as shown in Fig. 1, itself
calibrated using archival HAWK-I and 2MASS datasets (see Camp-
bell et al. 2010). For 12 stars in common between MAD photom-
etry and HST Near Infrared Camera and Multi Object Spectrome-
ter (NICMOS) F205W imaging (Brandner et al. 2001) transformed
into the CTIO K-band system, Campbell et al. (2010) find mKs

(MAD) - mK (HST) = – 0.04 ±0.05 mag.
In Table 3 we present Ks aperture photometry and inferred ab-

solute magnitudes of stars brighter than MKs
∼ –6 mag within 20

arcsec (5 parsec) of R136a1. Of these only R136a, b and c compo-
nents lie within a projected distance of 1 pc from R136a1. Spec-
tral types are taken from Crowther & Dessart (1998) or Walborn &
Blades (1997), although other authors prefer alternative nomencla-
ture, e.g. O2 If for both Mk 39 and R136a5 according to Massey et
al. (2004, 2005).

Interstellar extinctions for the R136 WN5h stars are derived
from UV to near-IR spectral energy distribution fits (R136c lacks
UV spectroscopy), adopting foreground Milky Way (LMC) extinc-
tions of AKs

= 0.025 (0.06) mag, plus variable internal 30 Doradus
nebular extinction. The adopted extinction law follows Fitzpatrick
& Savage (1984) as follows

AV = 0.07RMW
V + 0.16RLMC

V + (0.25 − 0.45)R30Dor
V

where RMW
V = RLMC

V = 3.2 and R30Dor
V = 4.0.We derive AKs

∼0.22
mag for the R136a stars and 0.30 mag for R136c and adopt AKs

=
0.20 mag for other stars except that Mk 34 (WN5h) mirrors the
higher extinction of R136c. From Table 3, R136c is 0.5 mag fainter
than R136a2 in the V-band (Hunter et al. 1995) but is 0.06 mag
brighter in the Ks-band, justifying the higher extinction. An analy-
sis based solely upon optical photometry could potentially underes-
timate the bolometric magnitude for R136c with respect to R136a2.
The main source of uncertainty in absolute magnitude results from

c© 2010 RAS, MNRAS 000, 1–20

VLT IR (Ks) image of central 3 X 3 pc of R136 
(inset 1 X 1 pc) showing the “super-canonical” 
single stars ‘a1’, ‘a2’, ‘a3’ (‘c’ possibly a binary)

Super-canonical stars 

stars with initial masses 
exceeding the widely 
accepted                  upper 
limit of stellar IMF.

�

� 150M�

“R136 hosts several stars 
whose individual masses 
greatly exceed the accepted
                stellar mass limit” - 
Crowther et al., 2010, 
MNRAS, 408, 731. 

� 150M�



How do super-canonical stars appear in R136 ?

Primordial formation via star formation process 
violating canonical           upper limit150M�

or

Late formation via dynamical means, e.g., 
dynamically induced merger of massive O-star 
binaries

Dense R136 cluster is a factory of binary-
single & binary-binary interactions inducing 
binary stellar mergers!



Dynamical encounters

Encounter hardening:
hard binary => energy source
“super-elastic” encounter

Kozai mechanism: eccentricity pumping of inner binary in triple  

SC stars



• Analytical stellar and binary evolution schemes by Hurley et al. (2000, 
2002) - the SSE and BSE schemes 

• Wind: only Nieuwenhuijzen & de Jager empirical scheme for massive MS 
stars, transition to WR-phase not included --- wind mass loss grossly 
underestimated

• Idealized treatment of MS-MS collisions: (a) no mass loss (b) complete 
mixing (Hurley et al. 2005). Gives most massive, youngest and chemically 
most homogeneous merger product

• Despite limitations, best available treatments in a direct N-body model 
(possible effects discussed later)

Model R136: stellar evolution & hydrodynamics



Appearance of SC stars in computed modelsSuper-canonical stars in R136 3
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Figure 1. Formation of SC stars in the computed “Model 3” (upper panel) and “Model 4” (lower panel) of Banerjee, Kroupa & Oh
(2012). The panels show the masses of the SC stars at the times of their first appearance and their subsequent mass depletion due to
stellar wind as obtained from within NBODY6. For “Model 3” (upper panel), the SC stars represented by the grey lines, that appear
from the very beginning, are the “spurious” ones in this example in the sense explained in Sec. 2.3. Similar description applies for the
lower panel.

lenging models, all the O-stars were taken to be in tight
binaries as observations indicate (Sana & Evans 2011; see
Sec. 2) but the ZAMS mass of a single component never ex-
ceeds mmax∗ = 150M". They found that in course of their
dynamical evolution, the massive binaries in the model clus-
ters can often merge due to hardening and/or eccentricity
enhancement due to dynamical encounters to produce single
stars of ms > 150M". This implies that the presence of SC
stars in R136 does not illustrate a violation of the canonical
upper limit.

Of course, the value of the upper stellar mass limit is not
necessarily exactly = 150M" (Oey & Clarke 2005). How-
ever, for definiteness, we take the following hypothesis: there
exists a fundamental upper mass limit ofmmax∗ = 150M" or
the canonical limit of ZAMS stars formed in clusters and any
observed more massive (“super-canonical”) star is created
from dynamically-induced stellar mergers within the dense
young cluster. In this study, we aim to test the above hy-
pothesis or answer the following question: Can the observed
number of super-canonical stars in R136 be explained by the
naturally occurring stellar-dynamical and stellar-evolution
processes in R136? To that end, we utilize the 4 direct N-
body computed massive cluster models of Paper I mimicking
R136 (Sec. 2.1 & 2.2) and additionally perform 5 more simi-
lar computations (Sec. 2.3) to trace the formation of SC stars
through dynamical means. These computed models initiate

with properties that are consistent with the observed prop-
erties of young clusters, in particular, primordial mass segre-
gation (Littlefair et al. 2003; Chen et al. 2007) and massive
stellar binaries with component mass ratio close to unity
(Sana & Evans 2011). Furthermore, we utilize detailed ro-
tating stellar evolution models in the SC mass range to esti-
mate the mass evolution of the dynamically formed SC stars
and the resulting lifetimes in their SC phases (Sec. 4). We
conclude the paper by summarizing our results and pointing
out the limitations of the present study (Sec. 5).

2 COMPUTATIONS

State-of-the-art calculations have been performed in Paper
I to evolve model star clusters that mimic R136 in terms of
observable parameters. The primary objective of these cal-
culations was to study the ejected OB-stars from R136, in
particular, whether massive runaway stars like VFTS 682
and 30 Dor 016 can indeed be ejected dynamically from
R136 as suspected (Evans et al. 2010; Bestenlehner et al.
2011). Besides good agreement of the kinematics of the mas-
sive ejecta with those of these noted runaways, it is also
noted in Paper I that the tight massive binaries which drive
these runaways can merge due to the dynamical interactions
leading to the formation of SC stars in each of the models,

(Spurious SC members: instant mergers of highly eccentric primordial binaries)
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Figure 3. Radial distances, RSC, of the SC stars w.r.t. the cluster’s center of density that are formed in the models “3”, “C5” and
“C10”. It can be seen that while the SC stars generally form and remain close to the cluster’s center, some of them form with runaway
velocities (the monotonically outgoing trajectories; see Sec. 3.1) and they soon escape as runaway stars from the cluster. The colours of
the lines correspond to the same stars as in Figs. 1 & 2.

from observations of young massive star clusters. Hence, we
consider the SC stars, that appear due to a collision be-
tween the two members of a primordial binary at the very
beginning of the cluster evolution (c.f. Fig. 1), as spurious
and unrelated to the formation of the initial ZAMS stellar
population. These are artifacts of the chosen eccentricity dis-
tribution. The SC stars that are formed later in the course
of the cluster evolution are, of course, considered genuine.

Notably, the presence of 1-2 spurious (single) SC stars
is not expected to affect the dynamical evolution of our
model clusters in any significant way as for a massive primor-
dially mass-segregated system like ours, there are anyway a
large number of massive stars in the cluster’s central region.

Therefore the inclusion of a few more massive single stars
is unlikely to provide a substantial additional effect. It is,
of course, not impossible that two massive stars happen to
collide to form a single SC star at the birth of a cluster, but
it seems unphysical that it could be an eccentricity effect
which is always the case for the above mentioned acciden-
tal SC stars, which is why we consider them spurious. The
conditions under which such “primordial-mergers” can hap-
pen and their chances is beyond the scope of the present
study. In any case, apart form their negligible contribution
to the dynamics of their host clusters, it is unlikely to find
any such primordially-merged star in its SC state in R136
at its current age, due to the short SC lifetime, so that the

SC stars either remain close to cluster center or are born runaways
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Figure 4. Evolution of the mass of initially SC stars as computed by Köhler & Langer (2012) for initial surface rotation velocities of
Vrot(0) = 50 & 500 km s−1 and metallicity appropriate for the LMC. Followed by an initial moderate mass loss, as given by the Vink et al.
(2001) stellar wind, a SC star undergoes a substantial mass loss as it enters the WR phase. The black horizontal line highlights the
canonical upper limit of 150M". It can be seen that the stellar mass remains super-canonical until ≈ 1.4− 1.8 Myr from the ZAMS. See
text for details.

contribute to the dilution of the cluster’s central potential to
a larger extent than that from the NBODY6’s native stellar
evolutionary scheme (Hurley et al. 2000, 2002). However, in
our computations the cluster’s core, where the binary merg-
ers occur, is populated by a large number of hard massive
binaries due to our initial conditions (Sec. 2.1), which are
all in accordance with observations of young star clusters
(see Sec. 2.1 and references therein). In that case, the dy-
namics of the cluster’s central region will be dominated by
the energy generated in the super-elastic binary-single and
binary-binary encounters (Heggie 1975; Heggie & Hut 2003)
and the stellar mass loss would not affect the dynamical en-
counter rates in the cluster’s center significantly.

It is true that the mass loss from the individual com-
panions of a binary would result in expansion of the binary
orbit and hence dilute its hardness. However, as shown by
Fujii & Portegies Zwart (2011), this effect is counteracted
by the dynamical hardening (Heggie 1975) of the binaries
so that they remain hard throughout. In the N-body calcu-
lations of Fujii & Portegies Zwart (2011), even just a single
binary survives to remain hard in their model cluster’s core
and dominates the energy generation in the cluster’s core
(until its ejection). With a large number of binaries, as in
our case, the encounter hardening and the corresponding
energy generation would be substantially stronger as the
binaries provide much larger encounter cross sections than
single stars due to their much bigger geometrical size (see
also Fujii et al. 2012). Noticeably, even after including stel-

lar wind mass loss, the computed single-star-only models of
Fujii & Portegies Zwart (2011) undergo deep core-collapse
within ≈ 3 Myr, i.e., the effects of dynamical relaxation
and negative specific heat (Spitzer 1987) themselves domi-
nate over the wind mass loss. Our models, of course, do not
core collapse due to the substantial energy release from the
central primordial binaries.

Another drawback of the above arguments is that they
are based on stellar evolution models that begin from ZAMS
with normal composition. The SC stars are merger prod-
ucts of O-stars that are evolved from their zero age and
therefore would be He-enriched and substantially rotating.
While we do consider rotating models, the initial He frac-
tion is taken to be that appropriate for the LMC, viz.,
Y = 0.2562 (Köhler & Langer 2012). To obtain a basic esti-
mate of the He-richness of the merged product, let us con-
sider two 100M" stars that merge to form a typical 200M"

SC star at a typical cluster age of 1.5 Myr. Each of the ini-
tial stars (before merger) would possess a H-burning core of
Mc ≈ 80M" and at the above merging age their core He
fraction Yc ≈ 0.5 (i.e., ≈ 40M" He per star) according to
the above newer models (Karen Köhler; private communi-
cation). Assuming an ideal complete mixing and no mass
loss during the merger process, the new He abundance of
the merged product would be Y ≈ 0.4 which would also be
the rejuvenated surface value Ys; for a partial mixing the
surface abundance would be lower. While this Ys is large
enough to drive a stronger wind from the newly formed SC

Mass Evolution of SC stars
(computed by Köhler & 
Langer, 2012) for 

1D hydrodynamic code by 
Heger et al. (2000), Petrovic et 
al. (2005), Yoon et al. (2006)

MS wind of  Vink et al. (2001)

WR-phase for surface He-
abundance               (Hamann 
et al. 1995 wind)

Fast-rotating stars

Ys � 0.7

Z � 0.5Z�

Lifetime in super-canonical phase  (M > 150M�)�sc � 1.5 Myr

A more realistic stellar evolution: implications  
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Table 1. Table summarizing the formation of SC stars in our computed models. The de-
scriptions of the columns are as follows: Col. (1): model ID, Col. (2): time T0 at which a
SC star first appeared in the model, Col. (3): birth mass M0 of the first-comer SC star,
Col. (4): birth mass Mmax of the most massive SC star formed in the model, Col. (5): for-
mation time, Tmax, of the most massive SC star, Col. (6): maximum number of SC stars,
Nmax,in, that remained simultaneously bound to the cluster over a τSC = 1.5 Myr period
within < 3 Myr cluster age, Col. (7): total number of SC stars, Ntot, formed over the
computation (all of them do not necessarily appear simultaneously or remain bound to the
cluster). For Models 1-4 (from Banerjee, Kroupa & Oh 2012) the “spurious” SC stars (see
Sec. 2.3) are excluded and only those SC stars that are formed later in these computations
are considered.

Model ID T0 (Myr) M0 (M!) Mmax (M!) Tmax (Myr) Nmax,in Ntot

1 2.6 193.9 193.9 2.6 1 2
2 2.0 (3.0)a 155.2 (181.4)a 181.4 3.0 1 2
3 0.7 236.8 246.0 1.5 4 5
4 1.2 172.5 206.2 2.6 1 2
C2 1.4 220.6 220.6 1.4 1 2
C5 1.3 224.0 224.0 1.3 3 3
C10b 1.2 (2.1)a 152.4 (162.5)a 225.9 2.2 2 4

a The first-comer SC star’s mass is too close to 150M!. The time and the mass corresponding to the next
SC appearance is also shown in the parentheses.
b The remaining two of the additionally computed models (with initially only circular binaries) produce
SC stars only with masses marginally above 150M!.

body code exists at the present time. Furthermore, there are
substantial uncertainties in the physics of mergers of mas-
sive stars at the present time. Therefore, the conclusions
in this work are the best one can draw given the current
technical limitations. Perhaps it would be possible to do
such work in future with a distributively computing, highly
modular N-body calculation framework such as “MUSE”
(Portegies Zwart et al. 2009). In spite of all these uncertain-
ties it is worthwhile to note that if one focuses to the par-
ticular case of R136, then (a) the existence of SC stars is
strongly supported by observations and (b) considering the
widely used ≈ 3 Myr age of R136, the SC stars must have
formed later than the birth of R136. Our computations are
consistent with the formation of SC stars through dynam-
ically induced mergers of massive binaries. While there are
technologically-limited drawbacks in our present analysis,
as elaborated in Sec. 4.1, none of these shortcomings dic-
tate to the non-observation of SC stars in R136. Therefore,
we can say that we have justified the hypothesis of Sec. 1
through our detailed N-body modelling of R136 with initial
conditions chosen in accordance with observations of young
star clusters. In other words, from our realistically modelled
computations of R136-like star clusters, and from our anal-
yses as presented above, it can now be more definitely con-
cluded that the observed super-saturated stellar population
in R136 does not imply a violation of the canonical stellar
upper mass limit near mmax∗ = 150M!.
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Multiple single SC stars form dynamically within 3 Myr - likely age of bulk of R136; 
Andersen et al. (2009)

SC stars appear from                     and tend to form equally likely over                 T0 � 1 Myr 1� 3 Myr

Multiple SC stars co-exist close to cluster center over SC lifetime                       within�sc � 1.5 Myr
T < 3 Myr

Typical most massive SC star in a model                            appearing within                 Tmax < 3 MyrMmax � 200M�

SC stars may form with runaway velocities and escape immediately



Therefore:

It is quite plausible that a collection of 
dynamically-formed super-canonical stars would 
be observable at the center of a very young, 
massive starburst cluster like the R136.

Banerjee, S., Kroupa, P. & Oh, S., 2012, MNRAS, 426, 1416



Velocity dispersion of R136



Kinematics of R136: recent results

• Multiple epoch “VLT-FLAMES” spectroscopy of stars in 
the central zone of R136                           .

• Non-variable or single stars used to measure line-of-
sight/radial velocity (   ) - effectively “binary-corrected”.

•                                          within                            .

• Consistent with R136 in virial equilibrium at such young 
age (             ).

(1 pc < R < 5 pc)

Vr

4 km s�1 � Vr � 5 km s�1 1 pc < R < 5 pc

< 3 Myr

Hénault-Brunet et al. 2012, A&A, 546, A73 (HB et al.):

So, did gas-expulsion happen in R136?



Gas-expulsion from embedded clusters: model

Exponential mass loss from gas+star system mimicking gas expulsion: 

Mg(t) =Mg(0) t � �d,

Mg(t) =Mg(0) exp
�
� (t� �d)

�g

�
t > �d.

Representative values:

�g =
rh(0)
vg

vg � 10 km s�1;  sound speed in HII gas

;  from lifetimes of Ultra-Compact HII regions�d � 0.6 Myr

Gas + stars follow Plummer profile: in agreement with observed ISM 
filaments’ cross-section profiles (Malinen et al. 2012).



Gas-expulsion from embedded clusters: model

rh(0)
pc

= 0.10+0.07
�0.04 �

�
Mecl(0)

M�

�0.13±0.04

Mass-radius relation of initial embedded systems (Marks & Kroupa, 2012):

Factor of 10 compact than present day young massive clusters but in
good agreement with observed cross-sections of ISM filaments
(e.g.  Andre et al. 2011). 

Star formation efficiency (SFE)             (e.g. Lada & Lada 2003)� � 1
3

Mass segregated single stars only in preliminary study, no tidal field.
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Fig. 1.— The evolution of the Lagrange radii, Rf , for stellar cluster mass fractions f (es-

caping stars inclusive) for the computed R136 models with τd = 0.6 Myr (top) and τd = 0

(bottom). In each panel, the curves, from bottom to top, correspond to f = 0.01, 0.02, 0.05,

0.1, 0.2, 0.3, 0.4, 0.5, 0.625, 0.7 and 0.9 respectively. The thick solid line is therefore the half

mass radius of the cluster.

Lagrangian radii:
computed R136 model 
exhibit rapid re-virialization 
following gas-expulsion 
driven expansion (violent 
relaxation) 

�d = 0.6 Myr
�vir � 1.0 Myr

�d = 0 Myr
�vir � 1.0 Myr

R136 re-virialized at present 
epoch
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HB et al measurements.
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Table 1: Computed model parameters. The ONC-A/B computations are from Kroupa et

al. (2001) and included for comparison. The quoted τvirs correspond to the re-virialization

times of 30% of the initial cluster mass (in stars) after the delay time τd. The “BSE”

column indicates the presence of stellar evolution.

Cluster Mecl(0)/M! Mg(0)/M! rh(0)/pc Z/Z! τg/Myr τcr(0)/Myr τd/Myr BSE τvir/Myr

R136 1.0 × 105 2.0 × 105 0.45 0.5 0.045 0.021 0.0, 0.6 Yes 0.9

NYC 1.3 × 104 2.6 × 104 0.34 1.0 0.034 0.038 0.0, 0.6 Yes 2.2

ONC-A 3.7 × 103 7.4 × 103 0.45 1.0 0.045 0.23 0.6 Yes > 10

ONC-B 4.2 × 103 8.4 × 103 0.21 1.0 0.021 0.066 0.6 Yes ≈ 3

Computed models. ONC-A/B from Kroupa et al. (2001)

Lower mass clusters take longer to re-virialize.        too long for 
NGC 3603 Young Cluster (NYC) to be presently in virial 
equilibrium (c.f. Rochau et al. 2010).

�vir

NYC



An observed dynamical equilibrium state of a very 
young stellar cluster does not necessarily dictate 
that the cluster has not undergone a gas-expulsion 
phase.

R136 is very plausibly a re-virialized young cluster.

Banerjee, S. & Kroupa, P.,  2012,  ApJ (accepted) 



Conclusions:

VFTS 682-like “slow runaway” VMS is common from R136-like 
cluster: isolated  formation scenario unnecessary.

It is quite plausible that a collection of dynamically-formed super-
canonical stars would be observable at the center of a very 
young, massive starburst cluster like the R136.

An observed dynamical equilibrium state of a very young stellar 
cluster does not necessarily dictate that the cluster has not 
undergone a gas-expulsion phase.

R136 is very plausibly a re-virialized young cluster.
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Figure 1. Binding energies of the initial binaries in our computed models as a
function of their primary masses, where the two groups of binaries are clearly
distinguishable across 20 M!. The binaries from the four initial models (see
Section 2.2) are superimposed, which are distinguished by the different symbols.
Binaries with primary masses >20 M! are assigned significantly smaller and
narrowly distributed orbital periods than the other group (see Section 2.1)
making the former ones significantly harder. The range of binding energies
compares well with that of observed O-star binaries (Sana & Evans 2011).
(A color version of this figure is available in the online journal.)

“NBODY6” (Aarseth 2003), which takes advantage of the
remarkable hardware accelerated computing capacity of a
Graphical Processing Unit (GPU) while integrating the cen-
ters of masses. Algorithmically, the most important feature of
NBODY6 is that it applies regularization techniques (Aarseth
2003) to resolve close encounters, making them highly accu-
rate and therefore uniquely suitable for this work. However,
when there are a significant number of primordial binaries,
their regularized orbits can currently be integrated only on the
much slower host workstation processors, which bottlenecks
the GPU’s hardware acceleration significantly. No external tidal
field is applied during the N-body integration as the gravitational
field structure of the LMC is currently unclear.

In addition to integrating the point-mass motion, NBODY6
also employs analytical but well-tested stellar evolution recipes
(Hurley et al. 2000) to evolve the individual stars. These pre-
scriptions are based on model stellar evolution tracks computed
by Pols et al. (1998). The wind mass loss of all massive stars
is taken into account using the empirical formula of Nieuwen-
huizen & de Jager (1990), while they are on the main sequence.
The mass loss rates are, of course, appropriately modified on the
giant branches and other evolved phases for stars of all masses
(see Section 7 of Hurley et al. 2000). The code incorporates the
physics of stellar binary evolution as well (Hurley et al. 2002).
It also includes detailed models for tidal interactions between
stars and recipes for the outcomes of mergers between different
types of stars and stellar remnants (see Table 2 of Hurley et al.
2002 for a summary).

Since mergers among main-sequence (hereafter MS) stars
have substantial consequences in our results (Section 3),
we summarize here the treatment of a merger between two
MS stars in NBODY6 (which follows Hurley et al. 2002
schemes; see also Hurley et al. 2005). When two MS stars
collide (a collision between two single MS stars or between two
MS components in a binary due to eccentricity induced by close
encounters and/or due to encounter hardening), it is assumed
that (1) the merged product is an MS star with the stellar material

completely mixed and (2) no mass is lost from the system during
the merger process. The no-mass-loss assumption is based on the
results of smoothed particle hydrodynamics (SPH) simulations
of MS–MS mergers (e.g., Sills et al. 2001) but such calculations
yield only a limited amount of mixing. The rejuvenated age of
the merged MS star is determined depending on the amount of
unburned hydrogen fuel gained by the hydrogen-burning core
as a result of the mixing. In case of a mass transfer across an
MS–MS binary, a distinction is made between the cases when
the original accretor MS star has a radiative or a convective core.
For a convective core, the core grows with the gain of mass and
mixes with the unburned hydrogen fuel so that the accreting MS
star appears younger. For the case of a radiative core, the fraction
of the hydrogen burned in the hydrogen-burning core remains
nearly unaffected by the gain of mass so that the effective age
of the MS star decreases. The effective age is determined so as
to keep the elapsed fraction of its MS lifetime unchanged.

The initial cluster mass of Mcl(0) ≈ 105 M! in our models
corresponds to N (0) = 170,667 stars. To our knowledge,
direct N-body computations with such a large number of stars,
where the clusters are fully mass-segregated and all the massive
stars are in binaries, are being reported for the first time. We
evolve four initial models with the above N (0), generated using
different random number seeds, until ≈3 Myr. We take this age
as an upper limit of the age of R136 (Crowther et al. 2010;
Portegies Zwart et al. 2010). We perform all the computations
on “NVIDIA 480 GTX” GPU platforms.

3. RESULTS

From the above computations, we trace the bodies that are
ejected from the clusters during their evolution (within ≈3 Myr).
We consider a single-star/binary/multiplet to be a runaway
member from its host cluster if it is found moving away from the
cluster beyond a R > 10 pc distance from the cluster’s center of
density. Although our primary focus is on the runaway VMSs,
we consider the whole mass spectrum of ejected stars as well.

Figure 2 shows the projected snapshots of the runaways with
masses M > 3 M!, combined from the four computations, at
t = 1 Myr and 3 Myr evolutionary times. It can be seen that by
t = 3 Myr there are a significant number of fast runaway VMSs
with total (three-dimensional) velocities up to ≈300 km s−1

and a few fast VMSs are already present at t = 1 Myr. All
of these runaways are on their MSs and hence are OB stars.
We note that the vast majority of the massive ejected members
are single stars—only two of the massive ejecta from our
computations are found in hard binaries. We shall discuss the
multiplicity properties of the ejected stellar population in detail
in a future paper.

It is worthwhile to note that although our adapted canonical
IMF has a 150 M! upper limit, our models yield single-star
runaways with masses up to ≈250 M! within t < 3 Myr, con-
siderably exceeding the widely accepted 150 M! limit. A few of
such members are also found bound to each of our model clusters
within the same evolutionary period. These VMSs form when
massive binary components merge as a result of encounter hard-
ening (Heggie 1975; Banerjee & Ghosh 2006) of these binaries
and/or eccentricities induced to them by close encounters. It is
the adapted relatively small and narrow orbital period distribu-
tion of the massive binaries (ms > 20 M!), conforming with the
observed properties of O-type stellar binaries (see Section 2.1),
that makes such mergers probable, leading to the formation
of single stars with ms > 150 M!. On the other hand, it is
these hard, massive binaries that can efficiently drive the VMS

3

Binding energies of the initial binaries vs. primary mass showing two 
distinct binary distributions across 20M�

Back
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Figure 4. Runaway or ejected fraction of stars g(M) as a function of stellar
mass M at t = 1 Myr (top) and 3 Myr (bottom). The masses are divided into 25
equal bins in the logarithmic scale over the range 0.05 M! < M < 300 M!.
The outcomes from all the computations, which are distinguished by the
different symbols, are overplotted in each panel. For M ! 5 M!, g(M)
increases considerably and becomes nearly unity for the most massive bin. This
indicates that the dynamical ejection process becomes increasingly important
with increasing stellar mass such that the most massive members are nearly all
ejected. The flatness of g(M) for M " 5 M! may be an artifact of the primordial
binary population adapted in the computations. See the text for details.
(A color version of this figure is available in the online journal.)

system, i.e., including all the bound and the ejected members,
within the same mass bin) to increase with the stellar mass as
shown in Figure 4, where the outcomes of all the computations
are overplotted at t = 1 Myr and 3 Myr. In Figure 4, the ejected
fraction g(M) increases considerably with M for M ! 5 M!,
but remains nearly flat and small for lower M. This is probably
an artifact of our initial binary population where only the stars
with ms > 5 M! are in binaries and therefore are efficient in
ejecting only those members which are more massive than 5 M!.
Current technology does not allow us to perform direct N-body
integrations of R136-type clusters in which all stars are initially
in binaries. Such computations are available only for moderate
mass clusters (Kroupa 1998; Kroupa et al. 2001).

4. DISCUSSIONS AND OUTLOOK

In the present work, we have computed the dynamical
evolution of model clusters whose structure conforms with the
observed global properties of R136—the central massive cluster

in the 30 Dor complex of the LMC, using the direct N-body
integration method. The evolution of the individual stars, chosen
initially from the canonical IMF with the standard 150 M! upper
cutoff (Weidner & Kroupa 2004), has also been incorporated as
well as the evolution of the individual binaries. We focus on
the ejection of massive stars from our model clusters, which
is a process that depends crucially on the properties of the
primordial binaries in the cluster. For computational simplicity,
we have taken only the stars with initial masses ms > 5 M!
to be in binaries (see Section 2.1), which are the only ones
that are efficient in ejecting the massive stars. Hence, the
properties of the massive runaways are not expected to be
affected significantly by the absence of lower mass binaries.

Recent observations of the R136 and the 30 Dor region have
raised fundamental questions regarding massive star formation
mechanisms. In particular, the apparently isolated and relatively
slow moving single VMS VFTS 682 has raised suspicion that
it might be an instance of isolated massive star formation
(Bestenlehner et al. 2011; see Section 1). Additionally, the
presence of single VMSs in R136 with inferred initial masses up
to ≈320 M! has questioned the canonical 150 M! upper limit
of the IMF (Crowther et al. 2010).

The most important outcome of our computations is the
confirmation that a “slow runaway,” with a three-dimensional
velocity similar to that of VFTS 682, is in fact the most probable
type of ejected VMS from an R136-like cluster (cf., Figure 3;
Section 3.1). In fact, all of our computed models yield one or
more runaways with kinematic properties agreeing fairly with
those of VFTS 682 (cf., Table 1). Given such a likeliness of
a VFTS 682-type runaway from R136, this apparently isolated
star clearly does not imply isolated massive star formation and
it is very likely a former member of R136.

Furthermore, as explained in Section 3, massive, close bina-
ries are necessary to dynamically eject VMSs from star clusters,
which, in turn, are susceptible to merge due to their hardening
and/or eccentricity pumping, by the frequent close encounters
that they receive. As our computations show (see Section 3),
such massive binary mergers can easily produce single stars,
within a few Myr, with masses well exceeding the 150 M! up-
per limit, even if the cluster begins with the canonical upper
limit. Our four computations have produced up to ≈250 M!
members and merger products up to ≈300 M! are possible if
the most massive binaries merge. Therefore, it does not seem to
be a surprise that R136 has up to ≈320 M! single-star members,
given the large uncertainties in the stellar evolution models used
to infer the masses (see Crowther et al. 2010, and references
therein) and the presence of these super-canonical VMSs (or
the presence of a super-saturated MF) is not an indication that
R136 was born with an IMF having an upper limit that substan-
tially exceeds the widely accepted 150 M! limit. These VMSs
can as well be massive binary mergers.

It is, of course, important to note that there are aspects in our
assumptions and initial conditions that favor ejection of VMSs
and formation of massive merger products. First, the assumption
of no mass-loss during MS–MS mergers (see Section 2.2) is
an idealization. Although SPH computations indicate that no
mass is lost during an MS–MS collision (Sills et al. 2001), the
studied collisions are typically between low-mass stars and such
mass conservation is not necessarily true for massive MS–MS
mergers. Furthermore, the merged MS star can spin rapidly,
even beyond breakup, in which case the net mass gain would
be much smaller or nil. Second, the assumption of a complete
mixing (see Section 2.2) is also an idealization; it is possible that
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Figure 4. Runaway or ejected fraction of stars g(M) as a function of stellar
mass M at t = 1 Myr (top) and 3 Myr (bottom). The masses are divided into 25
equal bins in the logarithmic scale over the range 0.05 M! < M < 300 M!.
The outcomes from all the computations, which are distinguished by the
different symbols, are overplotted in each panel. For M ! 5 M!, g(M)
increases considerably and becomes nearly unity for the most massive bin. This
indicates that the dynamical ejection process becomes increasingly important
with increasing stellar mass such that the most massive members are nearly all
ejected. The flatness of g(M) for M " 5 M! may be an artifact of the primordial
binary population adapted in the computations. See the text for details.
(A color version of this figure is available in the online journal.)
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with ms > 5 M! are in binaries and therefore are efficient in
ejecting only those members which are more massive than 5 M!.
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integrations of R136-type clusters in which all stars are initially
in binaries. Such computations are available only for moderate
mass clusters (Kroupa 1998; Kroupa et al. 2001).
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well as the evolution of the individual binaries. We focus on
the ejection of massive stars from our model clusters, which
is a process that depends crucially on the properties of the
primordial binaries in the cluster. For computational simplicity,
we have taken only the stars with initial masses ms > 5 M!
to be in binaries (see Section 2.1), which are the only ones
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properties of the massive runaways are not expected to be
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velocity similar to that of VFTS 682, is in fact the most probable
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more runaways with kinematic properties agreeing fairly with
those of VFTS 682 (cf., Table 1). Given such a likeliness of
a VFTS 682-type runaway from R136, this apparently isolated
star clearly does not imply isolated massive star formation and
it is very likely a former member of R136.

Furthermore, as explained in Section 3, massive, close bina-
ries are necessary to dynamically eject VMSs from star clusters,
which, in turn, are susceptible to merge due to their hardening
and/or eccentricity pumping, by the frequent close encounters
that they receive. As our computations show (see Section 3),
such massive binary mergers can easily produce single stars,
within a few Myr, with masses well exceeding the 150 M! up-
per limit, even if the cluster begins with the canonical upper
limit. Our four computations have produced up to ≈250 M!
members and merger products up to ≈300 M! are possible if
the most massive binaries merge. Therefore, it does not seem to
be a surprise that R136 has up to ≈320 M! single-star members,
given the large uncertainties in the stellar evolution models used
to infer the masses (see Crowther et al. 2010, and references
therein) and the presence of these super-canonical VMSs (or
the presence of a super-saturated MF) is not an indication that
R136 was born with an IMF having an upper limit that substan-
tially exceeds the widely accepted 150 M! limit. These VMSs
can as well be massive binary mergers.

It is, of course, important to note that there are aspects in our
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and formation of massive merger products. First, the assumption
of no mass-loss during MS–MS mergers (see Section 2.2) is
an idealization. Although SPH computations indicate that no
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studied collisions are typically between low-mass stars and such
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